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Abstract: When the system is non-linear and the parameters of the model are changing in large proportions, the classic controller (PID) is not satisfying; so in this paper we recall generalized predictive control (GPC) for doubly fed induction generation (DFIG) used for wind turbine. First a mathematical model of the machine is written in an appropriate d-q reference then we used the GPC controller to control the active and reactive power. We conclude with a simulation by MATLAB SIMULINK to see responses of our machine and performance of GPC control.
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1. Introduction

Electricity has become indispensable for humanity; because guarantee better living conditions so the global needs of electricity is growing day by day. For these reasons and the problem of environmental pollution many countries tended to use the renewable energy among these wind energy appears the global wind power capacity installed in the word 369,597 MW.

The wind potential in Algeria differs by location knowing that Adrar region is located in a wind corridor of 6 m / s and extends up to 20 m / s while in In Amenas the wind speed is 6 m /s up to 14 m /s.

In this paper, we will try to model a wind turbine mechanical parts and electrical parts (generator). So we will use the most used generator for wind conversion technology the Doubly Fed Induction Generator. So we will try to model and control this generator (DFIG) of a power of 1.5MW.

The DFIG stator is directly connected to the grid and the rotor is also connected to the grid but via a transformer and a 2 level inverter the rotor-side converter controls the active and reactive power.

We’re going to model our generator passing the three-phase machine model to a simpler biphasic model equivalent to control active and reactive power independently.

The generalized predictive control is one of the new most interesting solutions to implant during this last decade. By this control we can obtain many desired performances in the presence of disturbances and the internal variations, so we used it in many applications in different field.

The principle of predictive control is to predict the value that should take output signal of the system and deduce the control leading to these values or use a dynamic model of the system inside the controller in real time to anticipate the future behavior of the system.

The implementation of this command requires [24] first setting a digital model of the system allowing to make the prediction, this model can be obtained by a discretization of continuous transfer function of the model (z-transform), then development of a sequence of future orders, It is obtained by minimization of a quadratic cost function on a finite horizon, then based on the principle of the receding horizon which is based by applying to the system only by the first control signal value.

Finally, in our study we implemented our GPC to control active and reactive powers and use MATLAB Simulink to see the performance of our mode of control in terms of reference tracking, and robustness after changing of parameter of the DFIG in case of faults change of resistance after changing the coil temperature change of inductance after changing the coil temperature because of saturation of the magnetic field.

2. Modeling of the wind turbine

We are going to model all part of the turbine, the blades multiplier and mechanical shaft that will train our generator, it will be assumed that the wind has a fixed speed V= 12m / s; the three blades have the same inertia, the same elasticity and the same coefficient of friction and the distribution of the wind speed is uniform over all the blades.

2.2. Aerodynamic model of the blades

The turbine, which will be modeled, has three adjustable blades with length R fixed to a drive shaft turning at a speed \( \Omega \), which turns a generator by a multiplier the kinetic power of the wind through the wind disc [1-16-17]:

\[
P_r = \frac{1}{2} \rho \pi R V^3
\]
The wind turbine cannot recover all the power of wind and aerodynamic power appearing at the rotor of the turbine is then:

$$P_t = C_p P_v = \frac{1}{2} \rho \pi R^2 \dot{v} C_p (\lambda, \beta)$$

With the relative speed $$\lambda = \frac{\Omega R}{v}$$

The torque exerted by the wind on the turbine shaft

$$C_v = \frac{P_t}{\Omega} = \frac{1}{2} \rho \pi R^2 \dot{v} C_v (\lambda, \beta)$$

With the torque coefficient: $$C_v = \frac{C_p}{\lambda}$$

2.3. Analytical model of the power coefficient

The power coefficient $$C_p$$ depends on the number of the rotor blades and their geometric shapes and aerodynamic, we use an approximate expression of the power coefficient depending on the relative speed $$\lambda$$ and the pitch angle $$\beta$$ of the blades whose expression originates work Siegfried Heier[22]:

$$C_p (\lambda, \beta) = \frac{1}{\lambda} \left( \frac{1}{\lambda^2} + 0.035 \right) \exp \left( -21 \frac{\lambda}{\lambda_i} \right) + 0.0068 \lambda_i$$

With $$\frac{1}{\lambda_i} = \frac{1}{\lambda + 0.08 \beta} - \frac{1}{\beta^3 + 1}$$

The figure (1) shows the simulation results in MATLAB/Simulink of evolution of power coefficient $$C_p$$ a function of the relative speed $$\lambda$$ for different pitch angles $$\beta$$.

From the figure (1) it can be seen that for each pitch angle $$\beta$$ there is an optimum relative speed $$\lambda$$ which maximizes the coefficient $$C_p$$. We also can see that the $$C_p$$ coefficient reaches a maximum $$C_{p,\text{max}} = 0.48$$ for a pitch angle $$\beta = 0^\circ$$ and a particular value of the speed ratio which is designated $$\lambda_{\text{opt}} = 8.1$$.

Knowing the speed of the turbine the aerodynamic torque is determined by [1-2]:

$$C_t = \frac{P_t}{\Omega} = \left( \frac{C_p \rho S \dot{v}^3}{2} \right) \left( \frac{1}{\Omega_{\text{wind}}} \right)$$

The multiplier is mathematically modeled by the following equations:

$$C_e = \frac{C_t}{G}$$

$$\Omega_e = \frac{\Omega_g}{G}$$

The connection between the turbine and the electric part of the wind is represented here by the equation of the shaft

$$J = \frac{J_f}{G^2} + J_g$$

Mechanical torque applied to the rotor

$$\frac{J d \Omega}{dt} = C_{mw} = C_f - C_{mw} - C_f$$

And we have that:

$$C_f = f \Omega_g$$

Figure (2) represents the block diagram of the model of the turbine and figure (3) represents the control implemented in environment MATLAB / Simulink

Fig. 2. Block diagram of the model of the turbine

Fig. 3. Block diagram of pitch control

The relative angle

$$\delta = \arctan \frac{\Omega R}{V}$$

The angle of incidence $$\alpha$$ of the relative wind is expressed $$\alpha = \delta + \beta$$ so $$\beta_{\text{opt}} = \delta - \alpha_{\text{opt}}$$
3. Modeling of doubly fed induction generator

For the choice of electric generator we have a generator that will allow us to independently control both active and reactive powers.

Double fed induction generator (DFIG) allows us optimal production of electricity whatever wind speed and provides a rotational speed variation of ± 30% around the synchronous speed.

The DFIG has a competitive price and superior strength and has several modes of engine operation motor hypo and hyper synchronous generator hypo and hyper synchronous but only the synchronous mode with the stator directly connected to the network and the twisted powered by an inverter we are concerned in our study.

The modeling of the DFIG is described in the d-q Park reference frame. The following equations systems describe the total generator model [1-5-15].

We deduce transformation for voltages:

\[
V_{d} = R_{s} I_{d} + \frac{d}{dt} \left( \Phi_{ds} - \theta \Phi_{qs} \right) \tag{13}
\]

\[
V_{q} = R_{s} I_{q} + \frac{d}{dt} \left( \Phi_{qs} + \theta \Phi_{ds} \right) \tag{14}
\]

\[
V_{dr} = R_{r} I_{dr} + \frac{d}{dt} \left( \Phi_{dr} - \theta \Phi_{qr} \right) \tag{15}
\]

\[
V_{qr} = R_{r} I_{qr} + \frac{d}{dt} \left( \Phi_{qr} + \theta \Phi_{dr} \right) \tag{16}
\]

\[
\Phi_{ds} = L_{s} I_{ds} + M I_{ds} \tag{17}
\]

\[
\Phi_{qs} = L_{s} I_{qs} + M I_{qs} \tag{18}
\]

\[
\Phi_{dr} = L_{r} I_{dr} + M I_{dr} \tag{19}
\]

\[
\Phi_{qr} = L_{r} I_{qr} + M I_{qr} \tag{20}
\]

Mechanical, active and reactive power equations for DFIG are:

\[
\Gamma_{em} = \Gamma_{r} + f \Omega + \frac{d \Phi_{m}}{dt} \tag{21}
\]

\[
P_{s} = -V_{s} \frac{M}{L_{s}} I_{q} \tag{22}
\]

\[
Q_{s} = -V_{s} \frac{M}{L_{s}} I_{d} + \frac{V_{s}^{2}}{L_{w}} \tag{23}
\]

Resulting general model of our generator:

\[
V_{d} = R_{r} I_{d} + \left( L_{r} - \left( \frac{M^{2}}{L_{s}} \right) \right) \frac{d I_{d}}{dt} - g \left( L_{r} - \left( \frac{M^{2}}{L_{s}} \right) \right) \omega_{r} I_{q} \tag{24}
\]

\[
V_{q} = R_{r} I_{q} + \left( L_{r} - \left( \frac{M^{2}}{L_{s}} \right) \right) \frac{d I_{q}}{dt} - g \left( L_{r} - \left( \frac{M^{2}}{L_{s}} \right) \right) \omega_{r} I_{d} + \frac{g}{M} V_{s} \tag{25}
\]

The principle of predictive control is to predict the values that should be the output of the system and to deduce the order leading to these values or use a dynamic model of the system within the real-time controller to anticipate the future behavior of the system.

The implementation of this control needs following points:

Definition of a numerical model of the system to realize the prediction of future behavior of the system;

Development of a sequence of future orders;

The principle of receding horizon that only the first element of the optimal control sequence is applied to the system;

To define the criterion requires horizons of four parameters of adjustment:

\[ N_{1} : \text{Initialization horizon, } N_{2} : \text{Prediction horizon} \]

\[ N_{u} : \text{Control horizon, } \lambda : \text{Control weighting coefficient} \]

4. Modeling the 2 level inverter

Determining simple voltage equations applied to three stator phases.

According to the scheme equivalent deduced:

\[
V_{on} = V_{oa} + V_{an} \quad \text{phase A} \tag{26}
\]

\[
V_{on} = V_{ob} + V_{bn} \quad \text{phase B} \tag{26}
\]

\[
V_{on} = V_{oc} + V_{cn} \quad \text{phase C} \tag{26}
\]
\[ \begin{align*}
V_{AN} &= V_{ON} - V_{OA} \quad \text{phase A} \\
V_{BN} &= V_{ON} - V_{OB} \quad \text{phase B} \\
V_{CN} &= V_{ON} - V_{OC} \quad \text{phase C}
\end{align*} \]

So the voltages applied to the three stator phases are:

\[ \begin{align*}
V_{AN} &= V_{AO} + V_{ON} \\
V_{BN} &= V_{BO} + V_{ON} \\
V_{CN} &= V_{CO} + V_{ON}
\end{align*} \] (28)

So we will find that:

\[ V_{AN} + V_{BN} + V_{CN} = V_{AO} + V_{BO} + V_{CO} + 3V_{ON} \] (29)

With:

\[ V_{AN} + V_{BN} + V_{CN} = 0 \] (30)

So:

\[ V_{AO} + V_{BO} + V_{CO} + 3V_{ON} = 0 \] (29)

So:

\[ V_{ON} = -\frac{1}{3}(V_{AO} + V_{BO} + V_{CO}) \] (31)

We replace (31) in (29) we have the following system:

\[ \begin{align*}
V_{AN} &= \frac{2}{3}V_{AO} - \frac{1}{3}V_{BO} - \frac{1}{3}V_{CO} \\
V_{BN} &= -\frac{1}{3}V_{AO} + \frac{2}{3}V_{BO} - \frac{1}{3}V_{CO} \\
V_{CN} &= -\frac{1}{3}V_{AO} - \frac{1}{3}V_{BO} + \frac{2}{3}V_{CO}
\end{align*} \] (32)

We can write the above system in matrix form:

\[ \begin{bmatrix}
V_{AN} \\
V_{BN} \\
V_{CN}
\end{bmatrix} = \frac{1}{3} \begin{bmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{bmatrix} \begin{bmatrix}
V_{AO} \\
V_{BO} \\
V_{CO}
\end{bmatrix} \] (33)

With:

\[ V_{AO} = ES_{1} \]
\[ V_{BO} = ES_{2} \]
\[ V_{CO} = ES_{3} \]

\[ \begin{align*}
S_{1} &= 1 \quad \text{si } k_{1} \text{ fermé} \quad \text{si non } \quad S_{1} = 0 \\
S_{2} &= 1 \quad \text{si } k_{2} \text{ fermé} \quad \text{si non } \quad S_{2} = 0 \\
S_{3} &= 1 \quad \text{si } k_{3} \text{ fermé} \quad \text{si non } \quad S_{3} = 0
\end{align*} \] (34)

Finally, we will have the following system:

\[ \begin{bmatrix}
V_{AN} \\
V_{BN} \\
V_{CN}
\end{bmatrix} = \frac{E}{3} \begin{bmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{bmatrix} \begin{bmatrix}
S_{1} \\
S_{2} \\
S_{3}
\end{bmatrix} \] (35)

With:

\[ E = U_{dc} \]

Using the functions of the connections on the inverter voltages are expressed as follows voltages:

\[ \begin{align*}
V_{AB} &= V_{AN} - V_{BN} = (S_{1} - S_{3})E \\
V_{BC} &= V_{BN} - V_{CN} = (S_{2} - S_{3})E \\
V_{CA} &= V_{CN} - V_{AN} = (S_{3} - S_{1})E
\end{align*} \] (36)

We can analyze all the possible states of the constituents of the inverter switches which eight (\(2^3\)) possible combinations six non-zero active states and two switching states equal zero.

![Fig. 5. Possible states of the constituents of the inverter switches](image-url)

The table below shows the expressions that take the voltages and phase voltages, according to the open or closed state of the switches \(k_{1}, k_{2}, k_{3}\). (The states of \(k_{1}', k_{2}', k_{3}'\) are complementary to those of \(k_{1}, k_{2}, k_{3}\).

<table>
<thead>
<tr>
<th>(V_{i})</th>
<th>(S_{1})</th>
<th>(S_{2})</th>
<th>(S_{3})</th>
<th>(V_{AN})</th>
<th>(V_{BN})</th>
<th>(V_{CN})</th>
<th>(V_{AB})</th>
<th>(V_{BC})</th>
<th>(V_{CA})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V_{0})</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(V_{1})</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2E/3</td>
<td>-E/3</td>
<td>-E/3</td>
<td>E</td>
<td>0</td>
<td>-E</td>
</tr>
<tr>
<td>(V_{2})</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>E/3</td>
<td>-E/3</td>
<td>-2E/3</td>
<td>0</td>
<td>E</td>
<td>-E</td>
</tr>
<tr>
<td>(V_{3})</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-E/3</td>
<td>2E/3</td>
<td>-E/3</td>
<td>-E</td>
<td>E</td>
<td>0</td>
</tr>
<tr>
<td>(V_{4})</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>-2E/3</td>
<td>E/3</td>
<td>E/3</td>
<td>-E</td>
<td>0</td>
<td>E</td>
</tr>
<tr>
<td>(V_{5})</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-E/3</td>
<td>-2E/3</td>
<td>2E/3</td>
<td>0</td>
<td>-E</td>
<td>E</td>
</tr>
<tr>
<td>(V_{6})</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>E/3</td>
<td>-2E/3</td>
<td>E/3</td>
<td>E</td>
<td>-E</td>
<td>0</td>
</tr>
<tr>
<td>(V_{7})</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1 Voltages according to state of the switches \(k_{1}, k_{2}, k_{3}\)
5. Prediction model

The numerical prediction model is mainly defined by input/output transfer function. The model is represented as CARIMA (Controlled Auto-Regressive Integrated Moving Average)

\[ A(q^{-1})y(k) = B(q^{-1})u(k-d) + P(q^{-1})C(q^{-1}) \]

We’ll replace the output and the input of our machine with \( C(q^{-1}) = 1 \) and \( P(q^{-1}) = \xi(k) \)

\[ A(q^{-1})y(k) = B(q^{-1})y(k-d) + \frac{\xi(k)}{\Delta(q^{-1})} \]

We conclude that for both active and reactive power

\[ A(q^{-1})P_r(k) = B(q^{-1})P_r(k-d) + \frac{\xi(k)}{\Delta(q^{-1})} \]
\[ A(q^{-1})Q_r(k) = B(q^{-1})Q_r(k-d) + \frac{\xi(k)}{\Delta(q^{-1})} \]

\[ \Delta(q^{-1}) = 1 - q^{-1} \] Ensures an integral action so it allows us to cancel any static error or a perturbation step; using this perturbation model is actually a consequence of the presence of load disturbances in step in many industrial processes. So we have zero static error against disturbances.

5.1. Cost function

The general purpose is to turn the future output error to zero with a minimum control effort. For example, the control law GPC is obtained by minimizing a quadratic criterion on future errors with a term weighting on the control increments

\[ J_{\text{GPC}} = \sum_{j=1}^{N_f} \sum_{l=1}^{N} \left[ y(k + j + d) - \omega(k + j + d) \right]^2 + \lambda \sum_{j=1}^{N_f} \sum_{l=1}^{N} \Delta u_l^2(k + j) \]

\[ J_{\text{GPC}} = \sum_{j=1}^{N_f} \left[ P_s(k + j + d) - P_{\text{consign}}(k + j + d) \right]^2 + \lambda \sum_{j=1}^{N_f} \sum_{l=1}^{N} \Delta V_{qr}^2(k + j) \]

\[ J_{\text{GPC}} = \sum_{j=1}^{N_f} \left[ Q_s(k + j + d) - Q_{\text{consign}}(k + j + d) \right]^2 + \lambda \sum_{j=1}^{N_f} \sum_{l=1}^{N} \Delta V_{qr}^2(k + j) \]

5.2. Structure of the optimal predictor matrix

In this part of this paper we develop the calculation of the prediction of both active and reactive power \( P_r(k + j + d) \), \( Q_r(k + j + d) \) at time \( k \) to \( j \); to do that we must solve two Diophantine equations:

\[ \Delta(q^{-1})A(q^{-1})J_r(q^{-1}) + q^{-d+1}F_r(q^{-1}) = 1 \]

5.2.1. Prediction of active power

We will use CARIMA model Eq.14 and the two Diophantine equations Eq.20 Eq.21 to define the prediction active power in terms of prediction control \( V_{dr} \) and polynomials single solutions \( F_r(q^{-1}), H_r(q^{-1}), G_r(q^{-1}), J_r(q^{-1}) \)

\[ P_r(k + d + j) = F_r(q^{-1})P_r(k) + H_r(q^{-1}) \Delta V_{qr}(k-1) + \]
\[ + G_r(q^{-1}) \Delta V_{qr}(k+j-1) + J_r(q^{-1}) \xi(k+d+j) \]

The noise will be supposed equal to zero

\[ P_r(k + d + j) = F_r(q^{-1})P_r(k) + H_r(q^{-1}) \Delta V_{qr}(k-1) + \]
\[ + G_r(q^{-1}) \Delta V_{qr}(k+j-1) \]

5.2.2. Prediction of reactive power

As we have done for active power we will define reactive power except for prediction control we use \( V_{qr} \) instead of \( V_{dr} \)

\[ Q_r(k + d + j) = F_r(q^{-1})Q_r(k) + H_r(q^{-1}) \Delta V_{qr}(k-1) + \]
\[ + G_r(q^{-1}) \Delta V_{qr}(k+j-1) \]

5.3. Predictive matrix representation

To represent the matrix active and reactive power prediction we must use some criterion as matrix like active power reference \( P_{\text{ref}} \) reactive power reference \( Q_{\text{ref}} \) the polynomials single solutions and of course both rotoric voltages \( V_{qr} \) and \( V_{dr} \)

\[ P_{\text{ref}} = [P_{\text{ref}}(k + d + N_1) \ldots P_{\text{ref}}(k + d + N_2) ]^T \]
\[ Q_{\text{ref}} = [Q_{\text{ref}}(k + d + N_1) \ldots Q_{\text{ref}}(k + d + N_2) ]^T \]

\[ f(q^{-1}) = [F_{N_1}(q^{-1}) \ldots F_{N_2}(q^{-1})]^T \]
\[ h(q^{-1}) = [H_{N_1}(q^{-1}) \ldots H_{N_2}(q^{-1})]^T \]

\[ \tilde{V}_{qr} = [\Delta V_{qr}(k) \ldots \Delta V_{qr}(k+N_u-1)]^T \]
\[ \tilde{V}_{dr} = [\Delta V_{dr}(k) \ldots \Delta V_{dr}(k+N_u-1)]^T \]

We conclude with the matrix optimal predictor for both powers:

\[ \tilde{P}_s = G \tilde{V}_{qr} + f(q^{-1})P(k) + h(q^{-1}) \Delta V_{qr}(k-1) \]
\[ \tilde{Q}_s = G \tilde{V}_{dr} + f(q^{-1})P(k) + h(q^{-1}) \Delta V_{qr}(k-1) \]
5.4. Future signal control expression

We can finally find the matrix expression of the two signals of command $V_q^r$ and $V_d^r$ by minimizing of cost function matrix

$$
\frac{\partial J_{qr}}{\partial V_q^r} = 0 \quad \frac{\partial J_d}{\partial V_d^r} = 0
$$

$$
J_q = \left[ G\dot{V}_q^r + fP_q + h \Delta V_q^r (k-1) - P_{qref} \right]^T
$$

$$
J_d = \left[ G\dot{V}_d + fQ(k) + h \Delta V_d (k-1) - Q_{dref} \right]^T
$$

That leads us to the optimal sequence of future control:

$$
V_q^r = [G^T G + \lambda I_{N_q}]^{-1}G^T [P_{qref} - f^{-1} (q^{-1})P_q(k) - h (q^{-1}) \Delta V_q^r (k-1)]
$$

$$
V_d = [G^T G + \lambda I_{N_d}]^{-1}G^T [Q_{dref} - f^{-1} (q^{-1})Q_d(k) - h (q^{-1}) \Delta V_d (k-1)]
$$

6. Simulation results

Modeling the turbine, machine and GPC controller has been implemented in the MATLAB environment Simulink to conduct tests of our control, so we submitted this system on echelons of active and reactive power to observe the behavior of the predictive control.

Parameters for our DFIG are:

- $p=2$ pair of pole, $R_s=5\Omega$, $R_r=0.5\Omega$, $M=0.034H$, $L_m=0.08H$, $L_r=0.4H$, $L_s=0.07H$, $\omega_s=314$, $g=0.03$, $J=1000 kg.m^2$, $f=0.0024kg/s$

![Fig. 6.Block diagram of the whole system](image)

![Fig. 7.Response of the speed of rotation of DFIG and power coefficient $C_p$](image)

![Fig. 8.Response of the active power by GPC control](image)
We can see from the two responses of active and reactive power represented in the two figures (8) and (9) that the echelons of power are followed by the generator for both the active and reactive power and a dynamic that reacts quickly and without overshoot; the function of reactive power control allows us to have a negative reactive power capacitive or positive inductive behavior and we observe that there is no coupling effect between the two control axes $d$ and $q$ for the two powers.

We observe the effect of coupling between the two control axes $d$ and $q$ as the echelon of active power has changed induced low overshoot on reactive power in $t=0.2s$, $t=1s$ and $t=1.2$ also when reactive.

We note an overshoot because startup in response of reactive power we can eliminate this overshoot by using power limiter to the input of our system for example a rheostat

We also notice small oscillation in response of active power in the intervals $[0.2;0.4]$ and $[0.8;1]$ and $[1.8;2]$ and even reactive power in the interval $[0.3;0.5]$ $[1.3;0.4]$ $[1.8;2]$ because of the PWM control of the inverter.

6. Robustness test

We will try to see the response of active and reactive power even after changing parameter of DFIG, so we will change resistance and inductance of 20%of its nominal values.

The results, represented in figures 10 and 11, show that generalized predictive control is robust against parameter changes because, even changing resistance and inductance, the response is the same as the first response in figures 8 and 9.

7. Conclusion

In this paper we studied predictive control for induction machine dedicated for a wind turbine which is robust even after the internal parameters changes as resistance and inductance of the DFIG because our regulator changes alternately rotoric voltages in real time after the prediction of the active and reactive power that should be.

Nomenclature

$V_{ds}$, $V_{qs}$, $V_{dr}$, $V_{qr}$: Two-phase statoric and rotoric voltages; $\phi_{qs}$, $\phi_{ds}$, $\phi_{qr}$, $\phi_{dr}$: Statoric and rotoric flux ; $\theta_s$ : the electrical angle of the rotating field stator; $\theta_r$ : the electrical angle of the rotating field rotor; $R_s$, $R_r$ : phase statoric and rotoric resistances; $M$ : Magnetizing inductance; $L_s$, $L_r$: Total cyclic statoric and rotoric inductances; $g$: generator slip; $J$: Inertia $J_{r}$: Inertia of turbine $J_{g}$: Inertia of generator $f$: viscous friction; $f_r$: viscous friction of turbine, $f_g$: viscous friction of generator ; $C_t$: The torque of the turbine; $C_g$: The torque of the generator; $G$: gain of the speed
multiplier. $C_p$: viscous friction torque $\omega_s$: The angular speed; $C_{res}$: The electromagnetic torque; $C_r$: The resistant torque; $\Omega_s$: The speed of rotation of the axis of the DFIG; $C_p$: power coefficient; $\lambda$: relative speed; $\beta$: pitch angle; $R$: radius of turbine; $V$: wind speed $\Omega_r$: turbine speed; $\Omega_g$: generator speed; $\rho$: air density $\beta_{opt}$: optimum pitch angles $\alpha_{opt}$: optimum angle of incidence
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