Viable Adaptive Neural Network Controller for STATCOM in Stand-Alone Wind Power System
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Abstract – Reliable and viable controller based on neural network for STATCOM in off-line wind power system is advised. A simple adaptive neural extraction circuit is used for generating the reference currents from the load currents. Levenberg-Marquardt back propagation was used for training the advised neural control. The advised control enjoys the advantages of simplicity and reliability. The proposed controller was corroborated through comprehensive simulation results in Matlab environment under rigorous operating regimes. The results verified the flexibility and feasibility of the proposed control strategy.
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I. INTRODUCTION

Recently, wind-based electricity is penetrating progressively the power system. This is attributed to the merits of reliability, sustainability and environmental compatibility of such systems [1].

The Induction Generator (IG) is the most preferable generator option in wind systems, due to its salient features of robustness, simplicity and absence of DC-excitation system [2].

In stand-alone wind power system, the IG is commonly themed as Self-Excited IG (SEIG). Its reactive power requirements are supplied from an external source, mostly capacitor bank installed at the machine terminals [3]. However, this scheme of excitation has the drawback of the difficulty to control voltage/frequency under variable load conditions. For example, a change in the load power may result in large voltage transients and even instability [3]. To avoid this drawback, the capacitor bank is replaced or augmented by power electronics based reactive power compensators [2].

Static Synchronous Compensator (STATCOM) was emerged recently as an alternative for conventional static reactive power compensators as Static VAR Compensator (SVC) and Thyristor-Controlled Reactors (TCR) [4-6]. The STATCOM has the ability of continuous control for the flow of reactive power without dependency on the AC system voltage, which could stabilize a power system, increase the transferred active power and regulate the system voltages. As, the STATCOM is usually parallel connected, it enjoys reduced volumetric dimension and rating. STATCOM could also be deployed for harmonic cancellation, load balancing and improving power quality [4-6].

Various control methods are reported in the literature for controlling STATCOM, some of which rely on conventional Proportional and Integral (PI) control [7-10]. This was attributed to the merits of simple concept, convenient adjustment and easy realization of PI control. However, these methods [7-10] suffer from a deteriorate performance, particularly during/following large disturbances [7-10].

To overcome the limitations that encompass the conventional methods, novel techniques are emerged. Adaptive Neural Network (ANN) controls have the ability of adapting themselves for the problem to be solved, despite the lack of precise mathematical models [11-19]. These methods are imitating brain and neural system of the humans. Thus various terminologies for NN control were derived from the biological neural networks, for example, neurons.

Generally ANN is composed of a finite number of neurons, which are interlinked to each other. Synaptic weights are used to measure the strength of the connections. NN has the merit of learning from its environment to improve its performance. Elaborate processes of adjustments for the entangled weights maintain the continuity of the performance improvement. As the learning process goes through, the NN becomes more knowledgeable about its environment. Different techniques are adopted for learning of NN, as error back propagation and Levenberg-Marquardt Back Propagation (LMBP) [11-19].

This article advises an ANN control for STATCOM in stand-alone wind power system. The NN has two main parts: extraction circuit and the main controller. The extraction circuit extracts the reactive and harmonic components from the sensed load currents. Main controller synthesizes reference currents and then compares them with the actual currents to generate the switches driving signals. Levenberg-Marquardt back propagation was used for training the advised neural control. The simulation model of the system under concern with the advised control is built in MATLAB dynamic simulation platform. The proposed ANN control has the advantages of reliability and robustness. The viability and simplicity of such control were corroborated against severe operating scenarios. The system was loaded by nonlinear, resistive and inductive linear loads.
II. STAND-ALONE WIND POWER SYSTEM

In the system under concern, three-phase SEIG is driven from a wind turbine, Fig. 1. A capacitor bank at the terminals of the generator is used for fulfilling the generator reactive power at unity power factor rated load condition. To provide the load requirements of reactive power, three-phase STATCOM is connected near the load. A short transmission line of 60km connects the wind farm to the load. Simple low pass filters are inserted between the STATCOM output and the Point of Common Coupling (PCC). This is to filter out the high frequency switching ripples. Normally, the STATCOM is coupled to the system through a transformer, which may eliminate the need for the inductor filter. The STATCOM is implemented by three single-phase star-connected H-bridge inverters. As each phase is individually controlled; this creates extra degree of freedom and extends the applicability of STATCOM for different operating scenarios such as load balancing. Moreover, the inverter topology in Fig. 1 improves the modularity. However, it is worth to mention that the inverter topology in Fig.1 may suffer from increased component count and hence cost. The parameters of the system under concern are given in Table1.

Fig. 1 Schematic for stand-alone wind power system equipped with STATCOM

Fig. 1 shows that load currents $i_l$ and voltages at common coupling point are measured, conditioned and manipulated by the advised ANN control. The compensated components of the load current are extracted; then reference currents are generated. Then, reference currents and STATCOM currents are compared through hysteresis band, to generate switching signals for the switches, Fig. 1.

TABLE 1

<table>
<thead>
<tr>
<th>SYSTEM PARAMETERS</th>
<th>VALUES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters of IG</td>
<td>4pole, 75kW, Y, 400V, 50Hz</td>
</tr>
<tr>
<td>Stator resistance and reactance respectively</td>
<td>0.0355 Ω, 0.1052Ω</td>
</tr>
<tr>
<td>Rotor resistance and reactance respectively</td>
<td>0.0209 Ω, 0.1052 Ω</td>
</tr>
<tr>
<td>Magnetizing reactance</td>
<td>4.8Ω</td>
</tr>
<tr>
<td>Inductance of the transmission line per unit length</td>
<td>0.64mH/km</td>
</tr>
<tr>
<td>Inductance of the coupling magnetic</td>
<td>8mH</td>
</tr>
</tbody>
</table>

a. Modeling of wind turbine

The mechanical output power of a wind turbine, $P_{mech}$ is a function in wind speed, $v_{wind}$, air density $\rho$, area swept by the turbine $A$, and turbine performance coefficient $C_p$, as given by,

$$P_{mech} = C_p(\lambda, \beta)\frac{\rho A}{2}v_{wind}$$  \hspace{1cm} (1)

The power coefficient $C_p$, (1), depends on tip-speed ratio of the rotor, $\lambda$, and pitch angle, $\beta$, as shown by,

$$C_p = 0.22(116x_{\lambda, \beta} - 0.4\beta - 5e^{-12.5x_{\lambda, \beta}} + 0.00682$$  \hspace{1cm} (2)

where $x_{\lambda, \beta}$ is also a function in $\lambda$ and $\beta$ as revealed by,

$$1 = \frac{1}{x_{\lambda, \beta}} = \frac{1}{\lambda + 0.08\beta - 0.035 \frac{1}{1 + \beta^2}}$$  \hspace{1cm} (3)

The dependency of the turbine performance coefficient on tip-speed ratio of the rotor and pitch angle can be exposed clearly in Fig. 2.

Fig. 2 Power performance coefficient versus tip-speed ratio of the rotor for different pitch angle

The turbine coefficient and hence its mechanical power could be controlled by adjusting pitch angle. Moreover, maximum power is occurred at zero pitch angle, Fig. 2.

The characteristics of the turbine that drives SEIG under concern are shown in Fig. 3, at different wind speeds for zero pitch angle. The wind speed of 10m/sec is taken as the base speed.

Fig. 3 characteristics of the wind turbine at different wind speeds for zero pitch angle
In this research, the turbine is modeled according to equations (1)-(3) and Figures 2 and 3. Variable pitch angle control is employed for regulating the turbine output mechanical power. For the turbine to deliver maximum power, the pitch angle is set to zero. However, for system operation at reduced power levels, the pitch angle is adjusted.

III. ADVISED ADAPTIVE NEURAL NETOWRK CONTROL

Single-line diagram for system under concern is shown in Fig. 4.

\[
\begin{align*}
S &= \frac{3V_c V_{cc} \sin(\delta)}{X_c} \left( 3V_c V_{cc} \cos(\delta) - \frac{3V_{cc}^2}{X_c} \right) \quad (4)
\end{align*}
\]

where \( V_c, V_{cc} \) and \( V_{cc} \) are generator/supply, load and STATCOM terminal voltages respectively. \( i_w, i_s, i_r \) and \( i_b \) are generator, load and STATCOM currents respectively. Here in this research, the voltage at common coupling point \( V_{cc} \) is equal to load voltage \( V_L \). \( X_c \) and \( X_r \) are reactance of positive sequence of the transmission line and equivalent reactance for low pass filter and coupling transformer respectively.

STATCOM complex power, \( S_c \), is given by [4],

\[
S_c = \frac{3V_c V_{cc} \sin(\delta)}{X_c} \left( 3V_c V_{cc} \cos(\delta) - \frac{3V_{cc}^2}{X_c} \right) \quad (4)
\]

where \( \delta \) is the angle between STATCOM voltage and voltage at common coupling point. Ideally, \( \delta = 0 \), thus the STATCOM reactive power is given by,

\[
Q_c = \frac{3V_c}{X_c} (V_c - V_{cc}) \quad (5)
\]

The direction/sign of reactive power flow depends on magnitude of STATCOM voltage, \( V_c \), relative to the voltage of common coupling point, \( V_{cc} \). Thus, STATCOM voltage, \( V_c \), has to be more than voltage at common coupling, \( V_{cc} \), to produce reactive power.

For the system under concern, phasor diagram for case of an inductive linear load is shown in Fig. 5. In this scenario, the harmonic component of load current is equal to zero.

\[
\begin{align*}
\delta_b & \text{ and } \theta_l \text{ are angle of generator voltage relative to common coupling point voltage and angle of fundamental component of load current respectively.} \\
\text{The phasor diagram, Fig. 5, indicates that even for resistive load, the generator current lags its voltage. The generator terminal voltage has to be slightly greater than voltage at common coupling; this is to fulfill the reactive power requirements of the transmission line. Thus, the fixed excitation arrangement should be sized according to the reactive power demands of the generator and the transmission line.}
\end{align*}
\]

\[a. \text{ Principles of advised adaptive neural network control for STATCOM}\]

Per-phase equivalent circuit of the generator, STATCOM and a generic load is illustrated in Fig. 6. The generator is modeled as sinusoidal source with voltage \( V_g \) and current \( i_l \). STATCOM is depicted here as variable DC source \( u_{VDC} \). \( V_{DC} \) is the voltage of the energy storage arrangement on the DC-link of the STATCOM, while \( u \) is defined according to the modulation strategy. \( u \) typically is either 1 or -1, as hysteresis band controller is adopted for generating switching signals. \( L_1 \) represents low pass filter, which interfaces STATCOM to PCC.

\[
\begin{align*}
\text{A generic load is considered in Fig. 6, which is modeled as current source } i_{L} \text{. } i_{L} \text{ is given by,} \\
i_{L}(t) &= l_{L1} \sin (\omega t - \theta_l) + \sum_{n=3,5,7}^\infty l_{Ln} \sin (n\omega t - \theta_{ln}) = \\
l_{L1} \sin (\omega t) \cos (\theta_{L1}) - l_{L1} \frac{\sin (\omega t + \frac{\pi}{2}) \sin (\theta_{L1})}{2} + \\
\sum_{n=3,5,7}^\infty l_{Ln} \sin (n\omega t - \theta_{Ln}) = l_{L1} (1) + l_{L3} (1) + l_{L5} (1) + l_{L7} (1)
\end{align*}
\]

where \( l_{L1} \) is amplitude of fundamental load current component. \( l_{L1} \) and \( \theta_{L1} \) are amplitude and phase of h harmonic components. \( l_{L3}, l_{L5} \) and \( l_{L7} \) are instantaneous active, reactive and harmonic components of load current respectively.

\[\text{The load current } i_s, (6), \text{ has fundamental and harmonic components. The harmonic component disappears for linear loads. The fundamental component could be expressed further by two components. One represents, } i_{L1}, \text{ the active power and it is phase with the supply voltage, while the other, } i_{L_{L2}}, \text{ stands for reactive power and it is 90° out of phase with the supply voltage.} \]

\[\text{STATCOM principally controls voltage at PCC through instantaneous injection of reactive power. However, it could be also deployed for filtering the harmonics in the load. Thus, the supply pumps only active current}\]
component to the load; and then the STATCOM current \( i_c \) is expressed by,
\[
    i_c(t) = i_{L} (t) + i_{Lfp} (t) = i_{L} (t) - I_{L} \sin(\omega t) \cos(\theta_{LF})
\]  
(7)

In the proposed control, STATCOM under inductive linear load compensates inductive current components; thus, STATCOM current leads load voltage by \( \pi/2 \), Fig. 4.

Assuming that supply voltage, \( v_s(t) \), is sinusoidal with amplitude \( V_m \). Supply voltage is taken as a reference. Defining \( W \) as,
\[
    W = \frac{I_{L} \cos(\theta_{LF})}{V_m}
\]
(8)

Substituting (8) into (7) and rearranging, the STATCOM current \( i_c \) is given by,
\[
    i_c(t) = i_{L} (t) - W v_s(t)
\]
(9)

\( W \) is calculated from adaptive neural network, as shown in Fig. 7.

![Fig. 7 Synthesize of STATCOM current](image)

where ANN stands for adaptive neural network. The ANN consists of a neuron that is an adaptive linear element. The weight of the neuron is equivalent to \( W \), and the bias is equivalent to zero. The input for ANN is supply voltage \( v_s(t) \), and the output is STATCOM current \( i_c \). According to the Widrow-Hoff learning rule, the updated weight is given by,
\[
    W(k) = W(k+1) + \gamma i_c v_s (k-1)
\]
(10)

where \( \gamma i_c v_s (k-1) \) represents the change of the weight at \( k \)th sampling; \( \gamma \) is the learning rate that has a value between 0 and 1. \( i_c \) is the reference compensating current of the STATCOM,
\[
    i_c(k) = i_{L} (k) - W(k) v_s(k)
\]
(11)

Equations (7) to (11) are modeled in Fig. 8.

![Fig. 8 Synthesis of reference current for STATCOM](image)

The generic principle of the advised control is depicted in equations (7) to (11). The reference current of the STATCOM is synthesized from load current and the voltage at the common coupling through ANN.

The schematic diagram for stand-alone wind power system with ANN for controlling the STATCOM is shown in Fig. 9.

The load current and the voltage at the common coupling are sensed and fed to extraction circuit based on ANN. The output of the extraction circuit is reactive and harmonic components in load current, which are compensated by the STATCOM, Fig. 9.

The current from the extraction circuit is compared with the current from NN control circuit to generate error signal. This signal is manipulated through Levenberg-Marquardt Back Propagation (LMBP) training algorithm to drive NN control circuit. The output of NN control circuit is compared with the STATCOM output current through hysteretic controller to generate switching signal for switches in the STATCOM.

b. Neural network controller design

The neural network controller is feed-forward network. It consists of the input, hidden and output layers, Fig. 9. The input layer stores all the input data and the hidden layer performs all the computations. Each circle in the hidden layer represents a neuron, Fig. 10, where \( w \) is the weight attached to each neuron, \( b \) and \( f \) are the bias and the activation function respectively. The results of the computations are stored in the output layer, which has also an activation function \( f \) of sigmoid. The function of this neural network controller is to ensure that the Root Mean Square (RMS) value of the STATCOM current \( i_c(k) \) converges to the root mean RMS value of the compensated current so that the harmonics and the reactive component of the fundamental can be cancelled in the load current. This neural network controller is trained using LMBP.

LMBP is different from the error back propagation, as it uses resulting derivatives for the weights updating. The LMBP algorithm is well-suited for neural network...
training, where the performance function is the mean square error. As in the standard back propagation algorithm, this LMBP algorithm also has forward pass and backward pass. During the forward pass, it calculates the model output error for the given data set by fixing the weights. The weights are updated in the backward pass in order to make the model response equal to the desired response. The back propagation process continues until all the weights have been adjusted. Then, using a new set of inputs, information is fed forward through the network (using the new weights) and the errors at the output layer computed [22, 23]. The process continues until:

1. The performance function reaches an acceptable low values.
2. A maximum iteration count has been exceeded.
3. A training time period has been exceeded.

If 2 or 3 occurred, while only a local minimal is reached. Then, the back propagation may be restarted, if and again unsuccessful, a new training set may be required.

In the neural network shown Fig. 10 , the current input \( x_i \) represents the RMS value of the STATCOM output current. The desired output \( y_i \) is the RMS value of the desired signal of the extraction circuit. The difference between the desired signal and the output signal of neural network controller is used to update the weights and biases of the controller. Assuming the value of the learning rate is \( \gamma = 0.5 \). The equations that govern the NN control circuit are summarized as follows: For the hidden layers ( \( \ell = 1 \)), the law of single neuron summation, [23], is given by,

\[
\delta_j = \sum_{i=1}^{N} w_{ji} x_i + b_j \tag{12}
\]

where \( \delta_j \) is the weight sum; \( b_j \) and \( w_{ji} \) are the bias and the weight respectively. For the three neurons, \( j = 1, 2, 3 \), \( \delta_j \) could be expressed in matrix form as,

\[
\begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3
\end{bmatrix} =
\begin{bmatrix}
w_{11} & w_{12} & w_{13} \\
w_{21} & w_{22} & w_{23} \\
w_{31} & w_{32} & w_{33}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix} + b_j
\tag{13}
\]

The values of weights and biases in hidden layers are assumed as initial values. Sigmoid activation functions for the output layer ( \( \ell = 1 \)),

\[
y_j = y_j = \frac{1}{1 + e^{-\delta_j}} \tag{14}
\]

where \( y_j \) is the neuron output. For, the output layer ( \( \ell = 2 \)), the single neuron \( s_j \) is given by,

\[
s_j = w_{0j} + w_{1j} y_1 + w_{2j} y_2 + w_{3j} y_3 \tag{15}
\]

For LMBP back propagation training algorithm, the governing equations are given in the following section. For output layer, ( \( \ell = 2 \)), the error \( e_j \) is calculated, which is the difference between the desired signal and the output of neural network.

\[
e_j = d_j - y_j \tag{16}
\]

\[
\delta_j = y_j (1 - y_j) e_j \tag{17}
\]

where \( \delta_j \) is function in error in the output layer; since \( j = 1 \), the \( \delta_1 \) is given by,

\[
\delta_1 = y_1 (1 - y_1) (d_1 - y_1) \tag{18}
\]

Using delta rule to update the weights and the biases of the output layer,

\[
\Delta w_{ji}(kt) = \gamma \delta_i x_i \tag{19}
\]

where \( \Delta w_{ji}(kt) \) is the weighted increment, which is called delta rule, [23]. New weights and biases for the output layer are given by,

\[
w_{ji}(kt) = w_{ji}(1 - k) t + \Delta w_{ji}(kt) \tag{20}
\]

For the hidden layers, \( \ell = 1 \), the values of \( \delta_j \) are given by,

\[
\begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3
\end{bmatrix}_{\ell} =
\begin{bmatrix}
w_{10} & w_{11} & w_{12} & w_{13} \\
w_{21} & w_{22} & w_{23} & w_{24} \\
w_{31} & w_{32} & w_{33} & w_{34}
\end{bmatrix}
\begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3
\end{bmatrix}_{\ell-1}
\tag{21}
\]

The \( \delta_j \) values for layer \( \ell \) for only a single neuron in layer ( \( \ell + 1 \))

\[
\begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3
\end{bmatrix}_{\ell} =
\begin{bmatrix}
w_{10} & w_{11} & w_{12} & w_{13} \\
w_{21} & w_{22} & w_{23} & w_{24} \\
w_{31} & w_{32} & w_{33} & w_{34}
\end{bmatrix}
\begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3
\end{bmatrix}_{\ell-1} + \gamma \delta_j e_j \tag{22}
\]

\[
\begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3
\end{bmatrix}_{\ell} =
\begin{bmatrix}
w_{10} & w_{11} & w_{12} & w_{13} \\
w_{21} & w_{22} & w_{23} & w_{24} \\
w_{31} & w_{32} & w_{33} & w_{34}
\end{bmatrix}
\begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3
\end{bmatrix}_{\ell-1} + \gamma \delta_j e_j \tag{23}
\]

\[
\begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3
\end{bmatrix}_{\ell} =
\begin{bmatrix}
w_{10} & w_{11} & w_{12} & w_{13} \\
w_{21} & w_{22} & w_{23} & w_{24} \\
w_{31} & w_{32} & w_{33} & w_{34}
\end{bmatrix}
\begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3
\end{bmatrix}_{\ell-1} + \gamma \delta_j e_j \tag{24}
\]

Hence, using the delta rule, the weight increments for the hidden layer are:

\[
\Delta w_{10} = \gamma \delta_1 x_0 \tag{25}
\]

\[
\Delta w_{20} = \gamma \delta_2 x_0 \tag{26}
\]

\[
\Delta w_{30} = \gamma \delta_3 x_0 \tag{27}
\]

\[
\Delta w_{11} = \gamma \delta_1 x_1 \tag{28}
\]

\[
\Delta w_{21} = \gamma \delta_2 x_1 \tag{29}
\]

\[
\Delta w_{31} = \gamma \delta_3 x_1 \tag{30}
\]

The new weights and biases for the hidden layer are updated according to the equation (20). The process will continue until the performance function has low value.

### III. CONTROL VALIDATION

To validate the advised control a simulation model of the system under concern, Fig. 1, with the ANN control is built in MATLAB/Simulink. The wind turbine is modeled as mentioned before according to Figs. 2 and 3 and equations (1)-(3). It is modeled by a set of lookup tables that accepts load power, wind and generator speed while produces the driving torque. The following operating scenario is applied to the system in Fig. 1. The system initially was loaded by 25kW unity power factor load. At 1sec a nonlinear load was suddenly connected, while the machine is load by 25kW resistive load. Then, the nonlinear is disconnected at 1.4sec. The nonlinear load is modeled by a three-phase diode rectifier loaded with R-L load, where the resistance R is 2.5Ω, and the inductance L is 20mH. This load absorbs nearly 25kW active power.

The load voltage and current of three-phase diode rectifier are approximately DC. At 1.6sec , 55kW, 0.75pf lag load was also suddenly applied. The load active and reactive powers are plotted. Also, generator, load and STATCOM currents are illustrated. Generator torque and speed are drawn. Moreover, the error extracted compensated signals are illustrated.
Fig. 11 Instantaneous load active power (top), reactive power (bottom): load (blue) and STATCOM injected (black); for nonlinear load injection at 1sec and disconnection at 1.4sec; 55kW inductive linear load injection at 0.75pf lag at 1.6sec.

Fig. 11 shows the instantaneous power of the load during the simulated time span. The ripples either in active or reactive powers in the period 1sec to 1.4sec are attributed to the operation of the nonlinear load. Reactive power of the load, bottom graph, is nearly compensated by STATCOM.

During the periods of resistive load, the STATCOM is floating neither inject nor absorb reactive, Fig. 10. This validates the analysis particularly equations (7)-(11).

During the interval of 1.8sec-2.2sec, the wind turbine operates at maximum operating point. As mentioned before, the pitch angle is kept at zero to achieve such conditions.

Load, STATCOM and generated currents are shown in Figs.12 and 13. Fig. 13 is incorporated to reveal obviously the ability of the proposed control in compensating harmonics of the load currents.

Fig. 12 demonstrates the adequate response of the STATCOM with the advised ANN control for rigorous operating scenarios. At 1sec, a nonlinear load of around 25kW was suddenly injected to the system. STATCOM as shown in Figs. 11 and 12 reacts almost instantaneously to fulfill load reactive power requirements and to filter out the harmonics in the load current. Moreover, at 1.8sec, 55kW at 0.75pf lag load is abruptly applied to the system. STATCOM, again reacts by pumping around 50kVAR to the load, Fig. 11. During resistive load periods, 0-1sec and 1.4-1.8sec, STATCOM generates nearly zero reactive power, Figs. 10 and 11, which concurs with the criterion of compensation, (7)-(11).

Fig. 13 shows load, STATCOM and generator over 100msec of nonlinear time span. The load current is distorted, top graph Fig. 13, while the generator current is nearly sinusoidal. Thus, STATCOM successfully attenuates harmonics of the load current. The spikes in the STATCOM and generator currents are attributed to commutation in the three-phase diode rectifier, nonlinear load.

Fig. 13 corroborates the feasibility of the proposed control, particularly its ability in suppressing the harmonics.

Generator, fundamental component of STATCOM and load voltages are shown in Fig. 14.
Fig. 14 shows that load voltage experience a drop during nonlinear and linear inductive loads operation. STATCOM voltage under such conditions is greater than load voltage. Fig. 14, which ensures reactive power flow from STATCOM to the load. This correlates (4).

Generator and STATCOM voltages nearly are equal; this implies that STATCOM is not contributing in fulfilling reactive power requirements of the generator. They are realized by capacitor bank at the terminal of the generator.

Voltage and current of the load in the DC side of nonlinear diode rectifier load are illustrated in Fig. 15.

Fig. 15 DC voltage (top), DC current (bottom), for nonlinear load injection at 1sec and disconnection at 1.4sec; 55kW inductive linear load injection at 0.75pf lag at 1.6sec.

Fig. 15 indicates that load inductance is sufficiently large, thus the load current/voltage are approximately constant.

Turbine torque, generator torque and speed are illustrated in Fig. 16.

Fig. 16 Generator speed (top), Turbine torque Nm (middle), electromagnetic torque Nm (bottom), for nonlinear load injection at 1sec and disconnection at 1.4sec; 55kW inductive linear load injection at 0.75pf lag at 1.6sec.

The operating slips are approximately 0.008, 0.018 and 0.033 for resistive, nonlinear and inductive loads respectively. The machine under concern is a low slip machine, as slip at maximum torque is around 0.098. This may attributed to low value of the rotor resistance.

As mentioned, for system operation at maximum captured wind power, the pitch angle is settled to zero. However, for the operation at reduced load levels, pitch angle controller was adapted in order to achieve power balance, as the system is isolated and no energy storage elements were deployed.

The error signal, $E_c$, and the RMS values for the STATCOM current and the compensated components extracted from the load current are given in Fig. 16.

The error signal $E_c$, (16), is nearly zero, Fig. 17, even during system operation with full load power. The proposed ANN control forces the RMS value of the STATCOM current to track reference value, Fig. 17. This reveals the viability, reliability and robustness of the advised control.

VI. CONCLUSION

A reliable ANN control for STATCOM in off-line wind power system was advised. A Detailed analysis for the design of the NN control is given. In the proposed control, the reference current is synthesized from load current and voltage at common coupling point. Then, it is compared with the STATCOM current to generate driving signals of the switches. LMBP was used for training the advised neural control. LMBP is more robust than error back propagation. Severe operating regimes are used for validating the proposed ANN control. The simulation results corroborated the flexibility and viability of the advised control strategy.

A number of conclusions could be extracted:

1. Fixed excitation capacitance at the terminals of the SEIG could not fulfill the generator/load reactive power requirements under variable load conditions.

2. For STATCOM to produce capacitive reactive power, its voltage has to be greater than that of coupling point.
3. The advised ANN control instantaneously compensates load reactive power, while filters out the harmonics of load current.
4. A simple and reliable ANN extraction circuit was employed for generating reference current from load currents.
5. STATCOM with the proposed control is not contributing in fulfilling generator or transmission line reactive power demand.
6. A separate arrangement is employed for regulating the DC-side voltage of the STATCOM, which may added to the cost of the system.
7. Instead of tracking RMS value, the instantaneous values of the compensated currents should be tracked. This possibly enhances the performance of the proposed NN control.
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