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Abstract: PID controller is considered as the most generally used feedback controller design in process control industries with the longest history and most vital development. It is well-known that the performance of a PID controller is inadequate for processes with long dead-time. Smith Predictor is a kind of predictive control scheme that is effective for processes with long dead-time. PID controllers can be derived from predictive control schemes by approximating the dead-time for FOPDT process models. In this work, the predictive control scheme and dead-time approximated PID controller have been designed with various values of desirable closed loop time constants. A comparative study has been performed for closed loop performance/robustness for the actual and the dead time approximated controllers.
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1. Introduction

Feedback controller is designed to take the process response from one operating point to another operating point in a desired manner and also the controller is responsible for maintaining the process in the necessary operating point during the process operation. Plethora of feedback control schemes are proposed in the literature. Among the schemes PI/PID controller is considered as the most generally used feedback controller in process control industries with the longest history and most vital development [3]. The fixed structure PI/PID controller parameters are designed or tuned to meet certain performance/robustness measures [4]. Several methods for the selection of PI/PID controller parameters have been reported and huge number of them available in the literature [5-11].

The well known IMC scheme can be viewed as one class of direct synthesis feedback controller, and as pointed out by [12] the DS and IMC design methods can generate equivalent controller transfer function and closed loop performance, under certain circumstances. The IMC and DS method of feedback controller has also been subjugated to tune conventional PI/PID controllers in feedback configurations and several methods are available in the literature [13-17]. It may be noted that the DS and IMC methods do not necessarily result in PI/PID controllers. However, by choosing the appropriate desired closed-loop model and using either pade approximation or a power-series approximation for the dead time in the process model, PI/PID controllers have been derived for certain type of process models (for example for First order plus Dead-time (FOPDT), and Second order plus dead-time (SOPDT)) that are commonly used in industrial applications. The time delay approximation invites some limitations on the performance and applicability of fixed structure PI/PID controllers [18 - 20].

Many technical difficulties arise in dealing with time-delay systems in continuous time originate from the infinite dimensionality of the delay element. Attractive alternatives in this respect are offered by controllers involving infinite-dimensional dead-time compensators. Smith proposed the first Dead-Time Compensation (DTC) scheme [21] to improve the performance of PI/PID controllers for processes with dead time. This scheme, which became known as the Smith predictor (SP), contained a dynamic model of the dead-time process for the prediction [22]. A SP using a first order plus dead-time (FOPDT) model combined with PI controller requires five parameters to be determined by the operator namely three FOPDT model parameters and two PI controller parameters. Predictive PI (PPI) controller for a FOPDT process model has been proposed in [23] which had all the features of the Smith predictor with only three adjustable parameters. Numerous DTC schemes are proposed in the literature on the basis of different kinds of processes and closed loop objectives.

Since the PID controllers are most widely used, the simplified smith predictor called predictive PI controller is realized into a PI controller by approximating the delay element using pade approximations. Natural questions arising in this respect how a delay element can be approximated by a finite-dimensional one to which standard analysis and design methods can be useful. The rational function approximation of the time-delay element is generally inaccurate. The design of finite-dimensional controllers for (infinite-dimensional) dead-time systems is typically rather conservative.

In this work, the performance and robustness of predictive and dead-time approximated PID controller is analyzed for process control systems. In section 2 predictive PI and PID schemes are discussed. Comparison of the robustness and performance of control schemes is presented in section 3 followed by concluding remarks in section 4.

2. Smith Predictor

The conventional PI/PID controller is inadequate for
processes with long dead-time. Smith proposed a control scheme with PI/PID controller which eliminates the process dead-time from the characteristic equation of the closed loop system. Smith’s modification improves performance of PI/PID controller for processes with dead-times. The smith predictor scheme is shown in Figure 1 where \( G_m(s) \) is the dead-time free part of model \( G_m(s) \). The control signal is passed to two models with and without dead-time. These models used for prediction are often first order approximations of the process.

![Fig. 1: Smith Predictor](image-url)

The closed loop transfer function between the setpoint \( r \) and the output \( y \) is as follows:

\[
G_{cl}(s) = \frac{G_m(s)G_m(s)}{1 + G_m(s)(G_m(s) - G_m(s) + G_m(s))} \tag{1}
\]

In the case of perfect modeling i.e. \( G_m(s) = G_m(s) \) the closed loop transfer function becomes

\[
G_{cl}(s) = \frac{G_m(s)G_m(s)}{1 + G_m(s)G_m(s)} \tag{2}
\]

Now the characteristic equation is free from delay element and then the primary controller can be tuned for desired performance.

The disturbance response transfer function is as follows:

\[
G_d(s) = \frac{y(s)}{d(s)} = G_m(s) \left( 1 - \frac{G_m(s)G_m(s)}{1 + G_m(s)G_m(s)} \right) \tag{3}
\]

The conventional PI controller has only two tuning parameter where as the Smith scheme has three model parameters additionally. Predictive PI (PPI) controller for a FOPDT process model has been proposed in [23] which had all the features of the Smith predictor with only three adjustable parameters. The PPI scheme combines the prediction of the Smith predictor and the easy tuning of a conventional PI controller. The PPI structure is as similar as the Smith predictor with a PI controller. The uniqueness is the way the parameters are chosen. The controller gain, \( k_c \), is set to \( 1/\tau_m \) and the integral time, \( \tau_i \), to \( \tau_m \). This leaves only three FOPDT model parameters, \( k_m, \tau_m \) and \( L \) to be determined. If one has an estimate of the dead time \( L \), the other two parameters can be tuned as in conventional PI controller.

The PPI scheme was developed for process with long dead-time ‘\( L \)’ and its design procedure is presented as follows: The transfer function of the closed loop with error feedback is

\[
G_{cl}(s) = \frac{G_m(s)G_m(s)}{1 + G_m(s)G_m(s)} \tag{4}
\]

Solving the above equation for controller

\[
G_i(s) = \frac{G_m(s)^{-1}G_{cl}(s)}{1 - G_m(s)} \tag{5}
\]

Many industrial processes can be represented by a First Order Plus Dead-time (FOPDT) process models. The main reason that one uses a first order model is that it is pretty easy to find the parameters that approximate such a system. The first order plus dead-time transfer function is given by

\[
G_m(s) = \frac{k_m}{\tau_m s + 1} e^{-Ls} \tag{6}
\]

where ‘\( k_m, \tau_m \)’ and \( L \) are process gain, time constant and dead-time respectively.

Assume the desired closed loop transfer function is specified as

\[
G_{cl}(s) = \frac{1}{\lambda s + 1} e^{-Ls} \tag{7}
\]

where the closed loop time constant ‘\( \lambda \)’ is the tuning parameter.

Substituting \( G_{cl} \) and \( G_m \), the controller transfer function becomes

\[
G_i(s) = k_m \left( \frac{\tau_m s + 1}{\lambda s + 1 - e^{-Ls}} \right) \tag{8}
\]

When dead-time is zero the above equation becomes a PI controller equation with gain \( 1/\tau_m \) and integral time constant as \( \lambda \). The controller given by equation (8) can be interrupted as a Predictive PI controller where the prediction is formed by correcting the effects of the control actions that has been taken but not appeared in the output because of the delay in the process. The prediction given in equation (8) is much better than the prediction obtained in derivative action of a PID controller. The PPI controller gives better performance than the other predictive structure and it is analyzed through comparison.
B. PID Controller

A standard feedback control scheme is shown in Figure 2. PID controller is used in the standard feedback control scheme. A series form of practical PID controller with filter transfer function is as follows:

\[ G_p(s) = k_c \left(1 + \frac{1}{\tau_m s + 1} \right) \left(1 + \frac{1}{\tau_i s + 1}\right) \left(1 + \frac{1}{\tau_d s + 1}\right) \]

where the controller parameter ‘\( k_c \)’ is the controller gain ‘\( \tau_m \)’, ‘\( \tau_i \)’ and ‘\( \tau_d \)’ is the integral, derivative and filter time constants respectively.
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Fig. 2: Feedback control scheme

The PID controller can be obtained by approximating the exponential term in the above PPI controller equation (8). Expand the exponential term by using first order pade approximation [21]

\[ e^{-L s} = \frac{1 - \frac{L}{2} s}{1 + \frac{L}{2} s} \]  
(10)

And simplifying, the following PID controller is obtained

\[ G_p(s) = \frac{\tau_m}{k_p(\lambda + L)} \left(1 + \frac{1}{\tau_m s + 1}\right) \left(\frac{L/2}{\tau_i s + 1}\right) \]

Where

\[ \tau = \frac{\lambda L}{2(\lambda + L)} \]  
(11)

The PID controller parameter tuning relations are as follows:

\[ k_p = \frac{\tau_m}{k_p(\lambda + L)} \]
\[ \tau_m = \tau_m \]
\[ \tau_i = \frac{L}{2} \]
\[ \tau_d = \frac{\lambda L}{2(\lambda + L)} \]  
(12)

It should be noted that the both PPI controller (equation 8) and the PID controller (equation 11) which obtained by dead-time approximation has single tuning parameter. The PPI controller tuning parameter is directly related to the desired closed loop model time constant whereas the PID controller parameter is tuned to satisfy a desired closed loop response. Comparing the PPI and PID controller equations it can be concluded that the gain of the PPI controller is inverse of process gain and it takes a constant value but the PID controller gain is function closed loop time constant. It can be stated that the PPI controller is a constant gain controller but the PID controller is a variable gain controller. The approximated PID controller derivative term is function of dead-time. Hence the prediction in PID controller is also depends on dead-time value. The effect of actual and dead-time approximation is analyzed via simulation of process control systems.

3. Performance/Robustness Comparison of Feedback Controller Design Methods

The prediction in the PPI control scheme and the prediction by a derivative term in the PID controller are compared through evaluating the performance and robustness of the schemes. The Integral Absolute Error (IAE) and Total Variation (TV) of manipulated variable are considered as the performance measure. The integral absolute error is defined as

\[ IAE = \int \left| e(t) - y(t) \right| dt \]  
(13)

the total variation (TV) of the manipulated input \( u \) is calculated as

\[ TV = \sum_{k=1}^\infty |u(k+1) - u(k)| \]  
(14)

The robustness measures of maximum sensitivity (Ms) is the well-known measure of robustness.

The sensitivity function \( S(s) \) is defined as follows:

\[ S(s) = \frac{1}{1 + G_p(s)G_m(s)} \]  
(15)

The maximum sensitivity is given by,

\[ Ms = \max \left| S(j\omega) \right| \]  
(16)

It is well known that certain practical limits to Ms values is required to guarantee a minimum margin of robustness:

\[ 1.2 \leq Ms \leq 2.0 \]  
(17)

The controller parameters are computed for various values of closed loop time constant lambda using the controller relations given in equations 8 and 12. By using the relation (13-16) the performance and robustness of the actual and approximated control schemes are evaluated.

Example 1

The diagram of a typical paper machine is shown in Fig. 3. The paper machine is divided into five sections: the head section, table and press section, dryer section, calender stack, and reel. In this system, there are
numerous control objectives such as basis weight, moisture content, stream pressure, consistency, etc., of which the most important is basis weight, i.e., the weight of one square meter of paper.

The dynamic model of the paper machine has been developed for basis weight control objective is [24]

\[ G_m(s) = \frac{5.15}{1.8s + 1} e^{-2s} \]

The process dead-time is relatively high compared to the process time constant. The servo performance measures IAE and TV values of PPI and dead-time approximated PID controller for various values of closed loop time constants are shown in Figure 4. From the Figure it is inferred that the PPI controller performance (IAE) Vs closed loop time constant has linear relation and also it gives improved performance for lower values of closed loop time constant. One important thing is that the PPI control energy (TV value) is less compared with approximated PID controller.

The regulatory performance measures IAE and TV values of PPI and dead-time approximated PID controller is shown in Figure 5 for various values of closed loop time constants. The PPI and dead-time approximated PID controller shows identical performance. However, the PPI control energy is less and constant all values of closed loop time constant.

The robustness of control schemes is analyzed and the robustness graph is shown in Figure 6. From the graph it is inferred that the PPI controller \( M_s \) Value is within the limit (1.2 to 2.0) where as the approximated PID controller \( M_s \) Values are out of the limit for lower values of closed loop time constant. The dead-time approximation leads to degraded servo performance, increased control energy and reduced robustness for the paper machine basis weight control objective.

Example 2

In a heat exchanger process which is shown in Fig. 7 the outlet temperature (T) of the cold water is controlled by manipulating the input flow of the hot water using control valve (V). The temperature of the hot water is controlled by an independent controller.

![Heat Exchanger](image-url)
operating point.
\[ G_m(s) = \frac{0.12}{6s + 1} e^{-3s} \]
For the heat exchanger process the dead-time is relatively low compared to the process time constant. The servo and regulatory performance measures IAE and TV values of PPI and dead-time approximated PID controller for various values of closed loop time constants are shown in Figure 8 and 9 respectively. From the performance analysis it is inferred that the PPI controller shows improved servo response. Both controllers show identical regulatory performance. One important thing is that the PPI control energy (TV value) is less compared with approximated PID controller.

The effects of dead-time approximation on controller performance/robustness designed for a first order dead-time model is analyzed for process control systems. Comparing the PPI and PID controller equations it can be concluded that the gain of the PPI controller is inverse of process gain but the PID controller gain is function closed loop time constant. The Predictive PI controller shows improved servo performance and the robustness is within limit for various values of closed loop time constant. The dead-time approximation leads to degraded servo performance, increased control energy and reduced robustness. The PPI and approximated PID controller shows almost identical regulatory performance. The prediction in PPI controller is much better than the prediction obtained in derivative action of a PID controller.

![Fig. 8: Servo response analysis for heat exchanger process](image)

![Fig. 9: Regulatory response analysis for heat exchanger process](image)

The robustness graph is shown in Figure 10. It is inferred that the PPI controller Ms Value is within the limit (1.2 to 2.0) where as the approximated PID controller Ms Values are out of the limit for lower values of closed loop time constant. The dead-time approximation affects the robustness for heat exchanger process.

4. Conclusion
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