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Abstract—State estimation in electrical distribution systems (EDSs) is an analyzing tool for estimating the state of it for close monitoring and controlling by distribution management system (DMS). In this paper, RESs integrated EDS's state is estimated using the distribution system state estimation (DSSE) model. It is a minimization problem with equality and inequality constraints which describe the practical considerations of real time EDS. The objective of DSSE modeling and its minimization is to compute state variables. For minimizing the objective function of DSSE model Artificial Bee Colony (ABC) algorithm is used to estimate load and Renewable Energy Sources (RESs) output. The performance of the proposed work is evaluated on IEEE 33 bus test system using MATLAB working platform and compared with other evolutionary optimization algorithms.

Index Terms—DMS, EDS, DSSE, RESs, DG, and ABC algorithm.

I. INTRODUCTION

Although fossil fuels are expected to continue supplying much of the energy used worldwide, renewable energy source (RES) is the world’s fastest growing energy market due to the reasons of green house effect and reproducible [1]. The technological innovations, changing economic and regulatory environment has resulted in a penetration of RESs as distribution generators (DGs) in electrical distribution grid [2]. However, systems based on RESs like wind, small hydro, solar and biomass [3] have a major drawback due to variable in supply intensity and considerably unpredictable [4]. Thus resulted in grid disturbances such as power fluctuations, voltage rise and high losses if uncontrolled [5]. Hence, it is necessary to monitor and control output levels and scheduling for secure and efficient operation of RESs integrated electrical distribution systems [6]. To meet such a requirement, estimation of present state of the distribution network is needed i.e., distribution system state estimation (DSSE) is the primary tool used for regular monitor and control of distribution management system (DMS) [7].

In DMS, DSSE is defined as the process of assigning a value to state variables such as voltage magnitudes and relative phase angles etc. based on measurements from the system by minimizing the least square error between the estimated and measured values [8-9].

The estimation of state variables in the DSSE with the presence of RESs is an optimization problem for EDSs. By utilizing the available measurements in EDS, the objective of the DSSE had been minimized by meta-heuristic approaches such as GA, PSO, etc. These approaches have issues like complex operations: selection, crossover, mutation and more parameter to be set. This leads to slow convergence and may trap the solution to local minima which causes worst solution. In this paper, the proposed ABC algorithm has the ability to get out of the local minima and can be efficiently used for Multivariable, Multimodal function optimization problems like DSSEs. The rest of the paper is organized as: in section 2, recent research works carried on the DSSE model are presented, in section 3, DSSE is modeled and proposed algorithm to estimate the state variables of the EDS are illustrated with mathematical represented, in section 4, proposed work implementation results and discussion are shown, at the paper is concluded.

II. RECENT RESEARCH WORK: A BRIEF REVIEW

Numerous related works have been done as an advance to formulate and solve the DSE problem [10–32]. Some of them reviewed here. Naka et al. have proposed a hybrid particle swarm optimization (PSO) for DSE including Distributed Generators (DGs) [10]. The nonlinear characteristics of the practical equipment and actual limited measurements in distribution systems have been considered in the proposed method. Niknam has presented an approach based on HBMO for DSE including DGs [11]. In [12], Lu et al. have presented an algorithm for harmonic estimation. The algorithm utilizes the particle swarm optimizer with passive congregation (PSOPC) to estimate the phases of the harmonics and a...
least-square (LS) method that is used to estimate the amplitudes.

Niknam et al. have presented an approach based on ant colony optimization for DSE including DGs [13]. In that approach, the values of loads and DGs are considered as state variables. J. S. Thorp et al. have presented a regression based prediction approach to address the load estimation problem in [14]. A general framework for self-adapting dynamic estimator has been proposed to improve the forecasting and filtering models for power system dynamic state estimation in [15]. Sun et al. have proposed a mathematical-based of state estimation method for power systems according to information theory [16].

In [17] and [18] the authors have presented a branch current based three-phase state estimation algorithm for distribution systems whose state variables are chosen the magnitude and phase angle of the branch current. In [19], a methodology for estimating load curves at low-voltage substations has been described. The system is constructed by the aggregation of a fuzzy inference system of the Takagi–Sugeno type. Load estimation problem in unbalanced, radial power distribution networks has been modelled as a weighted HN estimation problem with equality and inequality constraints in [19]. D. Karaboga et al. have presented a branch-based state estimation method which is an estimation technique for radial distribution systems that can support most kinds of real-time measurements [20]. In [21], the authors have presented an approach to DSE using a probabilistic extension of the radial load flow algorithm. A method considering uncertainty of network data, load distribution information and telemetric data for voltage measurement has been proposed in [22]. In the presented method, data involved in the calculation are calculated by using fuzzy numbers. In [23], a three-phase power flow model and state estimation for distribution systems have been formulated. A method for state distribution of electric power distribution in quasi real-time conditions has been presented in [24]. A three-phase state estimation method has been developed to increase the accuracy of load data in [25]. In [26], an artificial neural networks (ANNs) approach to pseudo measurement modeling in DSE which could produce acceptable estimation accuracy with a limited number of real measurements was presented. Although these methods above obtained good results, the estimation errors and precisions can be further enhanced.

III. DSSE MODEL OF EDS WITH RESs

RESs should be modeled properly as DGs in the EDS to estimate the state. Based on the problem of interest, the DGs are modeled as constant power factor model, constant voltage model and variable reactive power model [27]. The RESs are possibly modeled as PQ-model and PV-model. PQ-model means, it generates the active power to the connected EDS and PV-model means it provides the reactive power to support the voltage magnitude at the point of connection. In the paper, we use the PQ-model of RESs to integrate in the EDS network i.e., if the RESs is installed at \(i^{th}\) bus then it injects/provides active power to the bus. Here, we want to estimate the active power support provided by the RESs at selected buses and load variations at that nodes using the DSSE model. So, the selected state variables to be estimate are given as

$$X = \{P_{bi}, P_{gb}, \ldots, P_{bl}, P_{l}, P_{le}, \ldots, P_{l,eh}\}_{i=1}^m$$

(1)

Where, \(X\) represents the state variables vector. The terms from \(P_{bi}\) to \(P_{gb}\) are ‘\(g\)’ number of renewable outputs and from \(P_{l,1}\) to \(P_{l,h}\) are ‘\(h\)’ number of load outputs i.e., number of state variables are, \(m=\!(g+h)\).

The objective function to be minimized is the difference of measured value and state equation of the measured value [35]. The objective function and constraints involved for DSSE model are given as

**Objective function:**

$$\min E(X) = \sum_{i=1}^{m} |M_i - S_i(X)|^4$$

(2)

Where, \(X, M, S_i\) and \(m\) are state vector, measured value, state equation of the measured value and no. of measurements respectively. Here, the residue of measured and state equations is powered by 4 to make the estimation of state variables more significant for possible small errors induced by used meters.

**Constraints:**

Constraints involved in the DSSE model are similar to that of other optimization problems of EDSs such as optimal active and reactive power flow, load dispatching, load shedding, and optimal placement of DGs etc. The constraints should be satisfied for the stable, secure, reliable and economic operation of the EDSs. The constraints involved in DSSE model are given as,

1. **Bus voltage magnitude constraints**

$$V_{i,min} \leq V_i \leq V_{i,max}$$

(3)

Here, \(V_i\) represents the voltage magnitude at \(i^{th}\) bus of total \(N_b\) buses. \(V_{i-min}\) and \(V_{i-max}\) are the lower and upper limits of the \(i^{th}\) bus voltage. This constraint determines whether the bus voltage is in tolerance range or violated the bus profile.

2. **Distribution line constraints**

$$P_{l} < P_{l,max}$$

(4)

Here, \(P_{l}\) and \(P_{l,max}\) are the absolute power flow through the line \(l\) of total \(N_l\) distribution lines and its maximum power transfer capability respectively. This constraint represents the overflow present in any distribution line and facilitates to the contingency operation or load sharing.

3. **Reactive power of capacitors constraint**
$0 \leq Q_{i} \leq Q_{i\text{-max}} \quad (5)$

Here, $Q_{i}$ is the capacitor installed at $i$th bus and its maximum is $Q_{i\text{-max}}$. It is used to improve the power factor which lowers the line current for reducing power losses. These capacitors are connected at optimal locations for lowering the total power losses.

4. Active power constraints of RESs

$P_{Ri\text{-min}} \leq P_{Ri} \leq P_{Ri\text{-max}} \quad (6)$

Here, $P_{Ri}$ represent the active power generation by RES connected at $i$th bus of total $g$ buses and its lower & upper limits of generation are $P_{Ri\text{-min}}$ & $P_{Ri\text{-max}}$. The power generation by the connected RES should be in the specified range. The violation in any of the limits will result in the operational costs or production costs and sometimes not good for the connected EDS.

5. Active power constraints of loads

$P_{Li\text{-min}} \leq P_{Li} \leq P_{Li\text{-max}} \quad (7)$

Here, $P_{Li}$, $P_{Li\text{-min}}$ and $P_{Li\text{-max}}$ are the load value, lower and upper value of $i$th bus respectively. If the violation appeared in any nodes, it drops the voltage at that node and may leads to the blackout for the worst case.

6. Unbalanced 3-phase power flow equations

These illustrate the behavior of EDSs. In EDSs, the load supported by one phase may vary from other phase and it differs from place to place.

Now, the equations (2-7) represent the objective function and its constraints involved for the minimization in the DSSE model. Here, the state variables to be optimized for minimization are presented in equation (1). The constraints presented in the DSSE model represent the practical considerations of real time EDSs for state estimation.

A. Proposed Methodology for DSSE Model

The objective function minimization of the DSSE model is presented in this subsection. For this purpose ABC algorithm is proposed. ABC algorithm is the nature inspired-swarm intelligence based algorithm, introduced in 2005 by Karaboga, from the motivation of the foraging behavior of natural honey bees [28]. Initially, it was proposed for unconstrained optimization problems. Then, an extended version of ABC algorithm was offered to handle constrained optimization problems [29]. The colony of artificial bees consists of three groups of bees: employed, onlookers, and scout bees. One half of the colony size of the ABC algorithm represents the number of employed bees, and the second half stands for the number of onlooker bees. For every food-source’s position, only one employed bee is assigned. In other words, the number of food-source positions (possible solutions) surrounding the hive is equal to the number of employed bees. The scout initiates its search cycle once the employed bee has exhausted its food-source position (solution.) The number of trials for the food source to be called “exhausted” is controlled by the limit value of the ABC algorithm’s parameter. Each cycle of the ABC algorithm comprises three steps: first, sending the employed bee to the possible food-source positions (solutions) and measuring their nectar amounts (fitness values); second, onlookers selecting a food source after sharing the information from the employed bees in the previous step; third, determining the scout bees and then sending them into entirely new food-source positions [30].

The ABC algorithm creates a randomly distributed initial population of solutions ($i=1, 2, 3, \ldots, N$), where $i$ signifies the size of population and $N$ is the number of employed bees. Each solution is a D-dimensional vector, where $D$ is the number of parameters to be optimized. The position of a food-source, in the ABC algorithm, represents a possible solution to the optimization problem, and the nectar amount of a food source corresponds to the quality (fitness value) of the associated solution. After initialization, the population of the positions (solutions) is subjected to repeated cycles, (cycle= 1, 2, 3, …., MCN), of the search processes for the employed, onlooker, and scout bees cycle, where MCN is the maximum cycle number of the search process. Then, an employed bee modifies the position (solution) in her memory depending on the local information (visual information) and tests the nectar amount (fitness value) of the new position (modified solution.) If the nectar amount of the new one is higher than that of the previous one, the bee memorizes the new position and forgets the old one[a]. Otherwise she keeps the position of the previous one. After all employed bees complete the search process, they share the nectar information of the food sources (solutions) and their position information with the onlooker bees on the dance area. An onlooker bee evaluates the nectar information taken from all employed bees and chooses a food source with a probability related to its nectar amount. As in the case of the employed bee, she produces a modification on the position (solution) in her memory and checks the nectar amount of the candidate source (solution). Providing that its nectar is higher than that of the previous one, the bee memorizes the new position and forgets the old one.

An onlooker bee chooses a food source depending on the probability value associated with that food source, $P_i$ calculated by the following expression

$$P_i = \frac{F_i}{\sum_{i=1}^{N} F_i} \quad (8)$$

Where, $F_i$ is the fitness value of the solution $i$ evaluated by its employed bee, which is proportional to the nectar amount of the food source in the position $i$ and $N$ is the number of food sources which is equal to the
number of employed bees (EB). In this way, the employed bees exchange their information with the onlookers.

Clearly, resulting from using (8), a good food source (solution) will attract more onlooker bees than a bad one. Subsequent to onlookers selecting their preferred food-source, they produce a neighbour food-source position $i + 1$ to the selected one $i$, and compare the nectar amount (fitness value) of that neighbour $i + 1$ position with the old $i$ position. The same selection criterion used by the employed bees is applied to onlooker bees as well. This sequence is repeated until all onlookers are distributed. Furthermore, if a solution does not improve for a specified number of times (limit), the employed bee associated with this solution abandons it, and she becomes a scout and searches for a new random food-source position. Once the new position is determined, another ABC algorithm cycle (MCN) starts. The same procedures are repeated until the stopping criteria are met.

In order to determine a neighbouring food-source position (solution) to the old one in memory, the ABC algorithm alters one randomly chosen parameter and keeps the remaining parameters unchanged. In other words, by adding to the current chosen parameter value the product of the uniform variant and the difference between the chosen parameter value and other “random” solution parameter value, the neighbour food-source position is created. The following expression verifies that:

$$NS^i_j = CS^i_j + \phi(CS^i_j - BS^j)$$  \hspace{1cm} (9)

The multiplier $\phi$ is a random number between [-1, 1]. In other words, $NS^i_j$ is the $j^{th}$ parameter of a solution $NS$ that was selected to be modified. When the food-source position has been abandoned, the employed bee associated with it becomes a scout. The scout produces a completely new food-source position as follows:

$$X^i_j = X^i_{\text{min}} + \text{rand}[0,1](X^i_{\text{max}} - X^i_{\text{min}})$$  \hspace{1cm} (10)

If a parameter value produced using (9) and/or (10) exceeds its predetermined limit, the parameter can be set to an acceptable value. In this paper, the value of the parameter exceeding its limit is forced to the nearest (discrete) boundary limit value associated with it.

Thus, the ABC algorithm has the following control parameters: 1) the colony size $CZ$, that consists of employed bees EB plus onlooker bees OB; 2) the limit value, which is the number of trials for a food-source position (solution) to be abandoned; and 3) the maximum cycle number MCN.

**B. Proposed Algorithm for State Estimation**

The flowchart of the ABC algorithm is illustrated in Fig. 2. The solution steps of the proposed ABC algorithm for DSSE are described as follows.

**Initialization phase:**

Step 1: Initialize the random solutions ($X$) of population size $N$ with equation (10). Provide limit (L) and maximum cycle number (MCN) values.

**Employed bee phase:**

Step 2: Each employ bee (EB) goes for a single solution and search for a neighbour solution (NS) with equation (9)

Step 3: If the NS has no minimum objective value than the current solution (CS), ignore it. Otherwise, replace the CS with NS. Each EB remembers the best solution and returns to hive to share the information with onlooker bees (OB).

**Onlooker bee phase:**

Step 4: Probability ($P$) of fitness of each solution is computed based on the equation (8).

Step 5: In the order of best $P$ valued solutions are chosen by OBs and each goes for one solution.

Step 6: Each OB searches its neighbour as similar in EB phase using equation (9) and gets replaced if the NS has better objective value and remembers it.

**Scout bee phase:**

Step 7: if the objective value of any solution is not updated for limited number of cycles, then it is abandoned and a new solution is randomly generated using equation (10).

**Termination phase:**

Step 8: Checks for termination condition (TC), if it is reached, the best solution obtained so far is provided as optimal solution. If not, the steps from EB phase to TC are repeated.

**IV. Results and Discussion**

In the paper, IEEE 33 bus radial distribution system is used to test the estimation capability of the proposed work. The single line diagram of the test system is illustrated in figure 1.

**TABLE 1: CHARACTERISTIC OF RESS AND LOAD VALUES AT SELECTED NODES**

<table>
<thead>
<tr>
<th>Node</th>
<th>ReSS</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>21</td>
</tr>
<tr>
<td>22</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>25</td>
<td>26</td>
<td>27</td>
</tr>
<tr>
<td>28</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td>31</td>
<td>32</td>
<td>33</td>
</tr>
</tbody>
</table>

**Fig 1: The single line diagram of IEEE 33 bus system**

TABLE 1: CHARACTERISTIC OF RESS AND LOAD VALUES AT SELECTED NODES
The average of active power outputs of RESs with unity power factor and type of connected RESs at nodes 4, 8, 12, 15, 21, 23, 28 & 31 and their corresponding load values is shown in Table 1. Because of the RESs integration, the node voltages and power values will change. For validating the performance of the proposed work, the load values at these nodes are varied and checked for the proposed work estimation performance.

Here, $P_L$ stands for load active power and $Q_L$ stands for load reactive power at respective buses. Third column shows the $P_L$ & $Q_L$ value after the integration of RESs in the test system i.e., now, the total $P_L$ at that node equal to sum of the normal value and RES average of active power value. Here, $P+$ and $Q+$ are the added load active and reactive power in the respective nodes. This variation is user determined based on demand or problem of interest. Fifth column shows the $P_L$ & $Q_L$ values at each node due to the load variation. Table 3 and 4 show the simulation results of the proposed algorithm for estimation of loads and RESs output values. Fig. 3 shows the comparison of Estimated and actual values of Load and RESs output.

Now, the performance of the proposed algorithm is compared with other evolutionary optimization algorithms such as PSO [10], Honey Bee mating Optimization (HMBO) [11], Neural Networks (NN) [13], Ant Colony Optimization (ACO) [13], Genetic Algorithm (GA) [13], Quantum-Inspired Evolutionary Algorithm (QIEA) [32] and Greedy randomized Adaptive Search Procedures (GRASP) [33] to check its effectiveness.
The comparison is developed based on the error handling capabilities of estimation by different algorithms. The error handling capability is measured in terms of Maximum Individual relative error (MIRE) and Maximum Individual Absolute Error (MIAE) of the state variable estimated by the mentioned works. Table 5 shows the simulation results for the following errors:

- **Maximum Individual Relative Error**

  \[ \text{MIRE} = \max(|\frac{\text{Actual}(i) - \text{Estimation}(i)}{\text{Actual}(i)}|) \times 100 \]  
  \[ (11) \]

- **Maximum Individual Absolute Error**

  \[ \text{MIAE} = \max(|\text{Actual}(i) - \text{Estimation}(i)|) \]  
  \[ (12) \]

Where, Actual value indicates the actual value of the state variable which is either load powers or RESs output power.

**TABLE 5: COMPARISON OF ERRORS FOR ESTIMATED LOAD VALUES AND RESs OUTPUT FOR EIGHT ALGORITHMS**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Estimated Loads</th>
<th>Estimated RESs Output</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MIRE (%)</td>
<td>MIAE</td>
</tr>
<tr>
<td>ABC</td>
<td>Value</td>
<td>1.75</td>
</tr>
<tr>
<td>Location</td>
<td>8</td>
<td>21</td>
</tr>
<tr>
<td>PSO</td>
<td>Value</td>
<td>3.934</td>
</tr>
<tr>
<td>Location</td>
<td>4</td>
<td>64</td>
</tr>
<tr>
<td>HMBO</td>
<td>Value</td>
<td>2.36</td>
</tr>
<tr>
<td>Location</td>
<td>21</td>
<td>14</td>
</tr>
<tr>
<td>NN</td>
<td>Value</td>
<td>5.67</td>
</tr>
<tr>
<td>Location</td>
<td>42</td>
<td>64</td>
</tr>
<tr>
<td>ACO</td>
<td>Value</td>
<td>2.713</td>
</tr>
<tr>
<td>Location</td>
<td>26</td>
<td>34</td>
</tr>
<tr>
<td>GA</td>
<td>Value</td>
<td>4.653</td>
</tr>
<tr>
<td>Location</td>
<td>26</td>
<td>64</td>
</tr>
<tr>
<td>QIEA</td>
<td>Value</td>
<td>1.77</td>
</tr>
<tr>
<td>Location</td>
<td>4</td>
<td>34</td>
</tr>
<tr>
<td>GRASP</td>
<td>Value</td>
<td>1.96</td>
</tr>
<tr>
<td>Location</td>
<td>21</td>
<td>64</td>
</tr>
</tbody>
</table>

**V. CONCLUSION**

In this paper, ABC algorithm is proposed for estimating the state of RESs integrated EDS. The considered state variables are RESs output powers and load power values. The practical considerations of the EDS are presented to represent the real time network performance. The proposed ABC algorithm was tested on an IEEE 33-bus radial distribution test feeders. The algorithm is successful to reach the global optimum over all runs. Considering errors for estimated values, ABC shows very competitive performance to PSO, HBMO, NNs, ACO, GA, QIEA, and GRASP.
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