An Efficient Framework for Object Detection and Classification in Remote Sensing Images based on BOW and Unsupervised Classification Models
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Abstract: Enthused by the current development of satellite and remote sensing images have attracted extensive attention. Nowadays, large number of research areas are focusing on developing applications. It is one of the most significant challenges in real-world applications. The remote sensor collects data by detecting the energy that reflected from the earth in various location information and its store, retrieve, manage, display, and analyze all types of spatial data even though the accuracy is not satisfactory. This paper considers the problem of object detection and recognition as the main problem, and it is motivated to provide a better solution by designing and implementing an Efficient Framework for Object Detection and Classification (EFODC) on remote sensing images. The efficiency is improved by applying various image processing stages such as Image Acquisition and preprocessing, Image Enhancement, Object Detection, Bag-of-Words creation, and Training - Testing process. The bag-of-words method enables the user to maintain ground truth values for classifying the objects and improves the accuracy of classification. EFODC is experimented. The performance is evaluated by comparing with the state-of-the-art methods. Comparing with the existing approaches the proposed framework obtained 97.88% of precision and 97.47% of recall over 3000 images.
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1. Introduction

Remote sensing is sensing the information about the object from the remote and not getting touch with the sensing object. The remote sensors are used to detect and gather information from the energy depleted from earth. These sensors may be satellites, or the sensors can fitted in an airplane. There are two types of sensors that are passive or active sensors. Passive sensors need external stimulators to react. It gathers the energy that depleted from the Earth's surface. The natural source of radiation used by these sensors is reflected sunlight. But the active sensors use the internal stimulators to gather information from the Earth. For example, a laser beam projected to the Earth's surface and the time can be measured to reflect the source.

Coastal applications that are to track the transport and monitor the shoreline, Ocean applications like to watch the ocean circulation, temperature, wave heights and follow sea ice. Also hazard assessments like to track hurricanes, earthquakes, erosion, and flooding. And also, natural resource management is to monitor wildlife habitat, to monitor wetlands. These are the some of the applications in various fields using remote sensing. Remote sensing provides the most necessary data in the monitoring of different applications like image fusion, detection, and land cover classification.

Object identification is an ability of the machine to recognize an object from an image to obtain information from the image data. This process of object recognition in an image might be a straightforward task to a human brain but not for a machine. A device needs a computer vision which is the ability of the machine to process the data, and it requires a large memory and many graphics capabilities. To recognize objects in a picture, there are several states of the art technologies proposed earlier for the process of object identification process with the method of implementations. Since there are several potential applications for object detection using computer vision technique this area of research is growing faster and the different technologies proposed every day are getting better regarding efficiency and accuracy. Object identification is one of the applications of computer vision.

There are several important applications for object identification using computer vision as said earlier, one among those is Satellite image processing application which is one of the most complicated forms of object detection. When compared to
terrestrial images the satellite images are less in resolution, noisy and blur. Also, the number of objects in a satellite image is more than that of a typical terrestrial picture which makes the process of object identification in satellite images a much more complicated process even with several advancements in technology. The texture of objects present in a satellite image file is cumbersome and overlaps with other layers. When the layers or objects in an image overlap with each other there will be a loss of contour parts in any of the overlapped objects. There are also illumination variations in the satellite images which make object parts look like they belong to different regions. Due to this illumination variation in the object parts, it causes inhomogeneity in objects and causes overlapping in objects identified by the machine. The grayscale satellite image is less in size, cheaper and eventually has only minor information values and they are obtained just in conditions where there is no cloud. So, from the previously discussed factors, it is essential to process the image data for object identification using computer vision using the object contour information based on the level of brightness as well as the illumination information in the image to avoid objects overlapping.

The research works on satellite image examination conducted earlier are mostly focused on segregation of object areas and classification problems. Also, in previous investigations, the minimum target has also been restricted up to significant objects such as buildings or highway roads in high-resolution panchromatic satellite images. Meanwhile, the terrestrial image analyzing has processed up to sensing smaller things possible from the image data using computer vision. From all the previous works that discussed object identification in satellite images, it is clear that SoHee Jeon et al. are the first group of authors who talked about the identification of smaller things such as automobiles in his research work took place in 2005. In their work SoHee Jeon et al. used template matching method to identify smaller objects in the satellite image. The pattern matching requires high detail in the pixel. Since the pixel quality of satellite images reduced, the rate of recognition using pattern matching in satellite image is very less. Several research people discussed and provide various solutions for object detection and image processing regarding accurate object detection given in literature survey.

The key objective of this paper is to design and implement a novel framework for object detection and classification over remote sensing images with improved accuracy. A sequence of image processing steps is carried out and applied to the input image (see Figure-1) for improving the accuracy. The entire contribution of the paper is listed as:

- Learning the Objects in the Image
- Object Detection and Segmentation
- Matching the segmented object with the learned object and bag-of-words indexed objects
- Retrieve 60% of the database image for training process and 20% for the testing process.
- Apply pre-processing image methods for enhancing the image quality.
- Create, maintain and update a visual bag-of-words model for fast and accurate classification.
- Finally, the results are compared with the existing systems for performance evaluation.

![Figure-1: Semantic Procedure for Image Processing](image)

Initially, sensors and sensor-based devices are used for sensing the remote information, and the data acquisition is applied to the monitored data to fetch the input image. The monitored data may be a video where it comprises of images. A set of all preprocessing steps are applied to the input image for enhancing the quality of the image where it increases the accuracy of image processing output. Finally, the appropriate objects are identified, detected, extracted and classified as trees, road, building, land, etc. The overall process is shown in Figure-2.

2. Background Study

Before designing the proposed framework, it is essential to understand the issues and challenges faced by earlier research works. Hence this section discussed some of the previous research methods. The process of extracting the information from image data is a multistep process among which the object detection process is the most important one. Computer vision is a way of understanding by which the machine understands the image or any other high dimensional data. It is mostly cast-off in the area of image processing. According to the concept discussed in [1], the process of extracting the specific content of an image using computer vision technique
is the machine does not understand a challenging problem as the information in the image like a human brain does. The tool recognizes the term texture or pattern from an image can be used for several applications such as detection of roads, the positioning of an object in the image, etc. Among many applications, the identification of paths is a significant application which can be useful for routing of people and goods with better efficiency [2]. In [3], [5] Hough transform method is applied for feature extraction process which is used in image analysis, image processing, and computer vision processes. This technique extracts the features from the image data using the mismatch in the distances between the detected objects in the image based on a voting procedure. In [4], this voting is carried out based on a parameter from which the local maxima of the object obtained in an accumulator space considered as the reference space in the algorithm built for computing the Hough transform. There are several methods proposed earlier for the process of object identification in an image. The edge detection techniques are used to detect significant edges in the image. The edges in the image detected by the difference in the color of the adjacent pixels. In [6], canny edge detection a similar technique is used to find the edges in the image. Region growing method is another method used to detect objects in an image. When compared to edge detection methods these methods produce better results in noisy images. In this method, the similarity of the regions is used to segregate an image into objects. The similarity can be calculated using several factors such as color, size, shape, color levels and texture. In [7] split and merge technique is used to find regions and their boundaries.

Statistical methods use statistical analysis on the data obtained from techniques such as thresholding, component labelling, adaptive thresholding, amplitude projection and clustering techniques for identifying objects in an image. Kohonen maps [8] also known as self-organizing maps (SOM) used as a statistical method of object identification. This mapping has two modes of operation, a training mode where the map is built using input samples and mapping mode where the input is classified based on the constructed map. In [9], a model called Active Appearance Model (AAM) proposed which is a knowledge-based method. Even though the knowledge-based techniques are affected by object variability, they are the most efficient methods when the image objects are similar to each other. There are also other methods proposed combining any two of the methods discussed above. In [10] a hybrid method called watershed transformation method is introduced where the image characteristics obtained from the results of techniques discussed above. In [11], a neural network-based hybrid method is proposed. In this method, the segmentation algorithm draws boxes from a set of pixels named seeds to find the boundary of the region. Other than methods discussed above [12], [13], [14] and [15] authors have presented various target detection techniques based on visual saliency. One of the significant methodologies is feature extraction and feature comparison for classifying the images.

Some of the applications are particularly important and essential for detecting and recognizing the objects such as image retrieval [16], automatic vehicle detection and tracking [17], sign recognition [18] and mobile robot localization [19]. Thinking of various images processing stage, enhancing the image quality is the most critical step. To improving the image quality, multiple filters are used like linear filters [20] are used for obtaining theoretical foundation. Some of the non-linear filters like stack filter [21], medial filters [22], order-static filters [23] and weighted median filters [24] are used for increasing the image quality, which used in the earlier researches. Regarding feature extraction, it leads to improving the accuracy of object classification. Some of the methods like SIFT [25], SURF and U-SURF [26] methods are considered as pixel level feature extraction methods. Some of the research works [27-32] discussed various texture feature information for object detection and classification. It involves first and second order statistical features, GLCM feature, Gabor features, and histogram and fractal information of the objects available in the RS images.

From an in-depth study of earlier research works, some of the issues and challenges found such as indecision in image classification, influence on spatial resolution and choosing the best variables. The above-said factors influence the classification accuracy since uncertainty occurs in various stages of image classification process. It is necessary to understand the various stages and the contribution of risk to quality image classification. Another critical factor which affects the classification accuracy is the spatial resolution. Hence it is essential to choose the spatial information of the image for classification. To
do that different reduction method are used for improving the classification accuracy.

Finally, to improve the classification accuracy, the feature selection and extraction is the more important process for improving the classification accuracy. And it is decided from the background study, that still the classification accuracy should be developed by concentrating on pixel level information, extract and select features based on the spatial and temporal information. The entire architecture of the proposed work figuratively illustrated in Figure 2. Also, the step by step procedures is described in detail below.

3. Proposed System

The architecture flows from training phase to testing phase.

Image registration

Image registration determines the relative orientation between two images. Process of transforming different sets of data into one coordinate system that called as image alignment. Data may be multiple photographs, data from various sensors, times, depths or viewpoints.

In Image registration techniques, the control points locating is not as simple as with moderate resolution images, manual selection is tedious, time consuming and high data volume affect the processing speed. It is suitable for computer vision, medical imaging, military recognition and analyzing images from satellites. According to the transformation models, the target image space relate to reference image space that includes rotation, scaling, translation and elastic, nonrigid transformations. Translation of a full image characterized by a translation vector called as parametric model.

Image Pre-Processing

Process to access a digital image from image database that involves extraction, analysis, recognition of image coding, filtering, normalization, segmentation, and object identification.

Image Noise Removal

Image noise is random variation of brightness or color information produced by the sensor, scanner or digital camera. The noise is divided into Gaussian noise, balanced noise and impulse noise. Linear or nonlinear filter methods used to reduce noises. The median filter is a nonlinear filter used in digital image processing and is a rank-order filter depend on size and shape of filtering mask. The algorithm complexity depends on how to get the median value.

(1) The mask may be adaptively resized according to noise levels.

(2) To find the median value of filtering mask for all the pixels and statistical histogram is introduced to speed up searching process.

Figure-2: Overall diagram of proposed work

The noise occurred in the image \( I \) is removed by the filter parameter “\( h \)”. \( DLh + n(Dlh, v) \)

Where the denoised image is represented as \( DLh \), and \( n(Dlh, v) \) is noise predicted, and \( v \) is the decomposed image.

Image Enhancement

To improve the quality of the image by manipulating software. Image enhancement or image editors used to remove noise, correct the image density, contrast and help to store and retrieve the image for visual interpretation. The range of digital value is 8 bits or 256 levels.

The different image enhancement techniques used in linear contrast stretch, histogram-equalized stretch, spatial filtering.

Figure-3: Image Enhancement

4. ROI Based Region Detection

A region of interest is a group of data sets used in many applications either feature-based or object-based approaches. Clustering points of interest determines the object location. A blob is a large binary object stored in database management system that is not universal. Blob extraction or region detection or labeling isolate the BLOBs (objects) in a
binary image that consists of a group of connected pixels.

The image is scanned and every pixel is labeled with an identifier. Blob detection is performed on binary image by SUSAN (Smallest Univalve Segment Assimilating Nucleus) edge detector. The blob extraction process extract single image by different filtering techniques.[9] [23] location-related pixel information is used to count persons in images that are not consistent with the defined size. Blob's length and width values are used to find the area and centroid of sub image scaled to a fixed size to obtain with high probability.

Zhang et al. evaluated the effectiveness of different color spaces in face and lip regions by plotting the histograms of RGB. Hue-based transforms for lip-skin segmentation achieving greatest accuracy 94%. The hue component is rotated about 0 by 0.0333 within the range [0, 1] performing a thresholding operation then all non-red hue components can be removed from the image. Once the thresholding operations are completed all remaining pixels are designated as lip pixels. The result is a binary image:

\[ T(i, j) = \begin{cases} 1, & \text{for } H(i, j) > H_0 \text{ and } S(i, j) > S_0 \\ 0, & \text{otherwise} \end{cases} \]

Where H is hue, S is saturation, i and j are the pixel locations. An accumulated difference image (ADI) is calculated to remove non-lip red hue pixels in binary image.

\[ ADI(i, j) = \sum_{q=k-98}^{k} \Delta R_q(i, j) \]

\[ \Delta R_q(i, j) = |R_q(i, j) - R_{q-1}(i, j)| \]

Where k is the frame number and R is the red component of RGB. Lip segmentation utilized for lip reading, speech recognition, facial expression, emotional state, pain recognition. The color transformations are compared based on histogram intersection and Otsu’s method. AND operation is performed on the threshold binary ADI and hue images. A bounding box drawn around the mouth region. Full ROI refers centered mouth and chin and partial ROI refers only centered mouth. Poor ROI refers other region is selected than the mouth.

**Bag-of Words Method**

In the Bag of words (BOW) representation as an unordered collection of words and a text document is encoded as a histogram in image. It divided into local region detection, words encoding and histogram computation. Bag of visual words (BOV) computed by attention-based local descriptors that evaluating new features and classification performance. Combinations of feature descriptors, classifiers, datasets produced an average accuracy around 90% over global representation.

BoW model done by feature detection and description with codebook generation used in information retrieval (IR), document classification. BOV is a vector of local image features that objects are recognized by predefined shape and edge detection approach. BOW created using online labelling software. GIS and G-MAP labels are stored in a bag as an index.

BoW model-histogram representation based on content based image indexing and retrieval (CBIR)[3]. Each image is abstracted by several local patches as numerical vectors. Scale-invariant feature transform (SIFT) converts each patch to 128-dimensional vector.

**Figure-4:** Bag of Words Based Image Comparison

Vector Quantization (VQ) is lossy image compression techniques performed by Codebook Generation, Image Encoding and Decoding. In codebook generation, an image is split up into blocks of size 4 x 4 pixels and converted into vectors of K dimension. K-means clustering over the vectors called training vectors. The codebook and codevector size are directly proportional to the value of the locally global codebook. BoW model is to convert vector patches to code words. Each patch in image is mapped to a particular codeword through the
clustering process. BoW model for image divided into generative and discriminative models.

**Learning the Objects**

Supervised learning methods used to learn the objects internally and externally in remote sensing images. Object detection done by the amount of spatial resolution. Unsupervised learning methods for learning and classifying the objects in the remote sensing images. Texture and spectral features for describing ROI detected region in grid by calculating means and standard deviations from 11×11 pixels and form a patch. GLCM is a tabulation to generate the matrix at a fixed relative position.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLCM_Consrtast</td>
<td>[ \sum_{i,j=0}^{N-1} p_{i,j}(i-j)^2 ]</td>
</tr>
<tr>
<td>GLCM_Correlation</td>
<td>[ \sum_{i,j=0}^{N-1} \frac{(i-\mu_i)(j-\mu_j)}{(\sigma_i^2)(\sigma_j^2)} ]</td>
</tr>
<tr>
<td>GLCM_Energy</td>
<td>[ \sum_{i,j=0}^{N-1} (p_{i,j})^2 ]</td>
</tr>
<tr>
<td>GLCM_Homogeneity</td>
<td>[ \sum_{i,j=0}^{N-1} \frac{p_{i,j}}{1 + (i-j)^2} ]</td>
</tr>
</tbody>
</table>

**Table-1: Features Used in BOW Model**

Total features are calculated in each patch by applying region-based feature extraction. (Table 1). Each object is obtained using histogram values calculated by euclidean distance. The entire patch is assigned to similar visible words by calculating its occurrence. Figure-5 describes the complexity reduction in patch detection. Image extracts a massive amount of key-points by DoG detection.

![Figure-5](image.png)

(a) DoG key points  
(b) salient regions in saliency model

Radial Basis Function-Support Vector Machine (RBF-SVM) is applied to objects using low-level descriptors and all the features are stored in the form of vectors. The classification function is expressed as:

\[ f(x) = sign(\sum y_i a_i K(x_i, x_j) + b) \]

Where \( x_i \) values extracted from X and Yi label assigned to \( x \). Objects (oi) are binned histograms created by visual words in vocabulary. The set of classes is used to train SVM denoted by \( I \).

**Datasets**

Researches developed several methods and algorithms with benchmarking datasets for identifying object in remote sensing images. Some available websites such as:

1. [http://pan.baidu.com/s/1hqwzXeG](http://pan.baidu.com/s/1hqwzXeG) - provided by the German Society for Photogrammetry, Remote Sensing, and Geoinformation (DGPF).
2. [http://www.ifp.uni-stuttgart.de/dgpf/DKEPAllg.html](http://www.ifp.uni-stuttgart.de/dgpf/DKEPAllg.html) - SZTAKI-INRIA building detection dataset. This dataset is an outstanding resource for benchmarking building extraction algorithms.
3. [http://web.eee.sztaki.hu/remotesensing/building_benchmark.html](http://web.eee.sztaki.hu/remotesensing/building_benchmark.html) - This dataset contains 30 images extracted from Google Earth and a total of 1319 manually labeled cars with axis-aligned bounding boxes used for ground truth.
4. [http://ai.stanford.edu/~gaheitz/Research/TAS/tas.v0.tgz](http://ai.stanford.edu/~gaheitz/Research/TAS/tas.v0.tgz), [http://sourceforge.net/apps/mediawiki/oirds](http://sourceforge.net/apps/mediawiki/oirds) - Overhead imagery research dataset (OIRDS) - The OIRDS is designed for vehicle detection algorithms.
5. [http://www.cse.iitm.ac.in/~vplab/satellite.html](http://www.cse.iitm.ac.in/~vplab/satellite.html) - this dataset was made from satellite images with a 1-m spatial resolution from Wikimapia ([http://www.wikimapia.org/](http://www.wikimapia.org/)).

Dataset was separated into four types with 50 images per category and a ground truth roadmap obtained using a human operator. NWPU VHR-10 dataset used for both single and multi-class objects detection. The 10 classes of objects are an airplane, ship, storage tank, baseball diamond, tennis court, basketball court, ground track field, harbor, bridge, and vehicle. It contains 800 VHR optical RSIs, from which 757 airplanes, 302 ships, 655 storage tanks, 390 baseball diamonds, 524 tennis courts, 159 basketball courts, 163 ground track fields, 224 harbors, 124 bridges, and 477 vehicles annotated with axis-aligned bounding boxes used for ground truth. 715 color images were acquired from Google Earth with the spatial resolution ranging from 0.5-m
6. Experimental Results and Discussion

Sequence of image processing by MATLAB software and road based, land based, residential based and agriculture based dataset collected from the website (Fig.2). Objects are trained and label is created by Label toolbox that named as codes words are stored in Table-2. Column numbers 1, 3 and 5 shows the objects and 2, 4 and 6 shows the appropriate codes (labelled) created in the toolbox in table-1. The first two characters of each codes indicate the name of the objects to improve the classification accuracy.

The entire dataset is divided into 60% of training data set and 40% of testing data. Each object is labelled in training process and comparing the images in testing process. Input testing images are chosen randomly such as roads, agriculture lands and some buildings. Object considered as patches and all the patches are assigned by constructing a set of vocabulary (500 visual words). Finally, SVM classifier is used to classify the objects based on color, textures and valid feature set and comparing the objects based on the GLCM features. In Figure-7, building, trees and roads are segmented and extracted. Figure-7(a) shows the input image, (b) shows the gray scale converted and noise removed image, (c) shows the color space model for differentiating different objects. Red color for representing buildings, green color for trees/lands and blue color for representing roads. The input image is shown in Figure-7.

Figure-8 shows the result obtained from the experiment over image-2. Image-2 is applied as input image in the framework and results are verified. Figure-8 (a) is the input image, (b) is the buildings segmented from the input image and (c) shows the roads in the objects. From image-3 based results are shown in Figure-9. The segmentation of road obtained more accurate. Finally, image-4 is used verifying the action of the framework. Input image (a) is processed when the size is small and the efficiency is verified when the image is enlarged. Object detection is experimented from different dataset-based images in Figure-11.

Same process is repeated on the entire set of database images that classified by proposed framework and their efficiency is verified by calculating TP, TN, FP and FN with Sensitivity, specificity and accuracy. The performance is evaluated by comparing classification accuracy with existing approaches in Table-3. Among the total number (3000) of images, 800 images are suitable for road extraction, 900 images for building extraction and 900 images for trees extraction and 400 images for extracting building, trees and roads in order to compute the correct and incorrect classification. From the experiment the classified results are given in Table-3. TP, FP, TN and FN values are calculated with Precision and Recall to evaluate the performance. The obtained precision and recall values are compared with the existing research works in [36, 37] given in Table-4.

<table>
<thead>
<tr>
<th>Images</th>
<th>Objects Clearly available</th>
<th>Objects not Clearly available</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Base Images</td>
<td>2600</td>
<td>400</td>
</tr>
<tr>
<td>PF: Correctly Classified</td>
<td>2515</td>
<td>334</td>
</tr>
<tr>
<td>PF: Incorrectly Classified</td>
<td>55</td>
<td>66</td>
</tr>
</tbody>
</table>

*PF – Proposed Framework

From the above table, the TP, TN, FP and FN values are calculated and given here to evaluate the performance.

\[
\text{Precision} = \frac{TP}{TP + FP} = 97.88\%
\]

\[
\text{Recall} = \frac{TP}{TP + FN} = 97.47\%
\]

Table-4: Performance Comparison in terms of Precision and Recall

<table>
<thead>
<tr>
<th>Methods</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSEIF+BOW+GRABCLU [Ref.37]</td>
<td>89.22</td>
<td>57.90</td>
<td>515.1</td>
</tr>
<tr>
<td>DSEIF+BOW+GRABCLU [Ref.37]</td>
<td>89.10</td>
<td>79.77</td>
<td>419.6</td>
</tr>
<tr>
<td>DSURF+BOW+GRABCLU [Ref.37]</td>
<td>88.56</td>
<td>80.34</td>
<td>683.6</td>
</tr>
<tr>
<td>HOG + SVM + GRABCLU</td>
<td>76.43</td>
<td>87.11</td>
<td>265.5</td>
</tr>
<tr>
<td>Proposed Framework</td>
<td>97.88</td>
<td>97.47</td>
<td>388.78</td>
</tr>
</tbody>
</table>

From table-4, it is very clear and identified that the obtained precision and recall values using proposed framework is comparatively high than the existing approaches discussed in [37]. Hence, it is concluded that the proposed framework is suitable for object detection and classification in remote satellite images.
Figure-6: Set of all Input Images

Table-2: Code Word Created and Stored in Codebook

<table>
<thead>
<tr>
<th>Object</th>
<th>Code</th>
<th>Image</th>
<th>Code</th>
<th>Image</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tr0001</td>
<td>Bu0001</td>
<td></td>
<td></td>
<td>Rd0001</td>
</tr>
<tr>
<td></td>
<td>Tr0002</td>
<td>Bu0002</td>
<td></td>
<td></td>
<td>Rd0002</td>
</tr>
<tr>
<td></td>
<td>Tr0003</td>
<td>Bu0003</td>
<td></td>
<td></td>
<td>Rd0003</td>
</tr>
<tr>
<td></td>
<td>Tr0004</td>
<td>Bu0004</td>
<td></td>
<td></td>
<td>Rd0004</td>
</tr>
<tr>
<td></td>
<td>Tr0005</td>
<td>Bu0005</td>
<td></td>
<td></td>
<td>Rd0005</td>
</tr>
</tbody>
</table>

Figure 8: Results Obtained from Image-2. (a). Input Image, (b). Buildings, (c). Roads
Figure-9: Results Obtained from Image-3. (a). Input Image, (b). Noise Removed and Contrast Enhanced Image, (c). Road Extracted, (d). Road Segmented

Table: Different Object Detection from Various Dataset

<table>
<thead>
<tr>
<th>Flight Detection Google Data set</th>
<th>Vehicle Detection in ISPRS dataset</th>
<th>Airplane detection in Landsat Dataset</th>
</tr>
</thead>
</table>

Figure-11. Different Object Detection from Various Dataset

7. Conclusion

Object detection in the remote sensing images is the challenging task, and there are various methods applied by multiple researchers to identify the objects. In this paper, we proposed a framework for the Object Detection and Classification in Remote Sensing Images based on BOW and Unsupervised Classification Models. We used the different stages of work, to improve the accuracy in object detection. We have experimented with the system and verified the results with the other modern methods and thus proved that our proposed framework gives more accuracy in detecting the object. In-depth learning-based feature representation and weakly supervised learning-based geospatial object detection, to further advance the development of object detection task. It still needs many efforts to develop more effective methods to improve the detection accuracy. The obtained precision and recall using the proposed framework is 97.88% and 97.47% respectively and it is better than the other existing approaches.
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