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Abstract: The extraction of current harmonics produced by nonlinear loads in the power system is significant issue for compensating them fast and accurately. In this paper, the main contribution is that widespread artificial neural network (ANN) structures are used to acquire harmonic components generated by a six-pulse uncontrolled rectifier. For this purpose, ANN including computational algorithms operate according to the functionality and structural scheme of biologic neurons. Among ANN network structures, radial basis function (RBF) and multilayer feedforward (MLF) networks are two widespread used architectures for harmonic extraction in literature. Thus, this paper examines harmonic extraction performances of these common used ANN structures by using MATLAB/Simulink environment. In this way, the networks are firstly trained by using sample input data and output data with respect of training algorithms. In order to train the networks, some training algorithms are applied, and the optimal network and algorithm are emphasized.
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1. Introduction

Power quality is a significant issue in the power system. The voltage of the system is desired to be a pure sine wave. However, many nonlinear loads destroy the system voltage through drawing non-sinusoidal current waveform. The non-sinusoidal current components are compensated via active power filters (APF). In order to compensate the harmonic currents, APFs initially detect these currents as a reference signal and then perform the switching operation according to the reference signal.

Fast and accurate extraction of harmonic current is important for effectively compensation. In literature, many extraction methods are proposed such as synchronous d-q reference frame theory, FFT (Fast Fourier Transform) and instantaneous p-q theory [1,2]. Each of extraction methods has its benefits and drawbacks. Recently, ANN based extraction methods have progression and applications in power systems. Several papers in literature use ANNs to generate reference harmonic signal [3-12]. ANN based extraction methods have fast and improved extraction of harmonic current [6]. Some ANN structures are applied in literature such as adaline network [6], multilayer feed-forward (MLF) network [3, 4, 7] and radial basis function (RBF) network [9-12]. Besides, there are many training algorithm so as to teach the networks.

This paper introduces RBF and MLF networks based harmonic current extraction of six-pulse uncontrolled rectifier. In literature, these two networks are the most common applied architectures for harmonic extraction. In MLF network, tangent sigmoid and pure linear activation functions are usually used to generate the non-linear mapping properties which yield the suitability for harmonic component extraction. In RBF network, gaussian function is used as input layer activation function instead of tangent sigmoid function. In order to train the networks, some training algorithms are examined, and the optimal algorithm is emphasized. The data for training the network is obtained from Simulink/Matlab. The nonlinear load is built, and the inputs and targets are formed through d-q reference frame extraction methods. Then, the networks are trained by using Matlab Neural Network Toolbox [13].

2. Harmonic Current Extraction with d-q frame

In d-q frame extraction method, the load current is detected and transformed to d-q domain, then passed through low pass filter (LPF) to obtain only fundamental frequency component, as shown in Fig. 1. Then the filtered d-q components are transformed into a-b-c frame in order to get fundamental frequency current. The harmonic current are then generated by extracting the fundamental components from the load currents [14,15].
Fig. 1. The principle of dq frame-based harmonic extraction method

The d-axis and q-axis are acquired by the transformation illustrated below.

\[
\begin{bmatrix}
I_d \\
I_q \\
I_0
\end{bmatrix} = T
\begin{bmatrix}
I_{Load,a} \\
I_{Load,b} \\
I_{Load,c}
\end{bmatrix}
\]

(1)

where:

\[
T = \frac{2}{3}
\begin{bmatrix}
\cos(\phi) & \cos(\phi - 2\pi/3) & \cos(\phi + 2\pi/3) \\
\cos(\phi) & \cos(\phi - 2\pi/3) & \cos(\phi + 2\pi/3) \\
1/2 & 1/2 & 1/2
\end{bmatrix}
\]

Then by applying inverse transformation for Ifil and Iqfil, the fundamental current components are obtained as

\[
\begin{bmatrix}
I_{f,a} \\
I_{f,b} \\
I_{f,c}
\end{bmatrix} = T^{-1}
\begin{bmatrix}
I_{dfil} \\
I_{qfil} \\
I_0
\end{bmatrix}
\]

(2)

3. Harmonic Extraction with ANN

In this study, RBF and MLF networks are analyzed for harmonic extraction of six-pulse uncontrolled rectifier. Fig. 2 shows the block scheme of ANN for harmonic extraction. Four inputs and three outputs are used for training data in order to generate harmonic current components of three phases. The applied inputs shown in Fig. 2 are three load currents and the phase angle. The generated outputs are three fundamental current components of the load currents. The harmonic currents are then obtained by extracting fundamental currents from load currents.

3.1 Multi-layer Feedforward ANN

MLF network orders the neurons in layers and makes each neuron in one layer take as input only the outputs of neurons in the previous layer or the external inputs [16,17]. The multilayer perceptron network constitutes one input layer, one output layer and one/more hidden layers, as demonstrated in Fig. 3. In this study, one or two hidden layer is used in order to keep calculation time less. In this study, MLF network is trained by back-propagation algorithm.

Back propagation, an abbreviation for "backward propagation of errors", is a training (or learning) algorithm rather than a network, which is used in conjunction with an optimization method such as gradient descent. The back propagation algorithm requires target, namely learns with samples. Thus, this algorithm is considered as supervised learning method. Back propagation algorithm consists of forward propagation and backward weight update [4].

In forward propagation, for each node j, the output of that node F is calculated as

\[
F(\text{net}_j) = F(\sum_{k=1}^{n} w_{kj}x_k)
\]

(3)

F(netj) is the jth node total-activation value from the hidden to the output layers, wkj are the weights
between the hidden and the output layers and \( j \) is the number of samples used for the training.

The activation function \( F \) is usually chosen to be non-linear and differentiable [11]. Some activation functions like tanh, hardlim, sigmoid, log and linear are the most widespread used functions in ANNs. Linear and tanh activation functions can be applied in harmonic extraction, which form differential function. In backward update, the error between the desired output and network output is initially obtained through squared error function for the \( j \)-th node as

\[
e_j = (t_j - y_j)^2
\]  
(4)

where: \( t \) is the desired output and \( y \) is network output.

Then, the total error is calculated so as to decrease the error value for the next training step.

\[
e_k = \frac{1}{2} \sum_{j=1}^{n} e_j
\]  
(5)

After that, the partial derivative of the error with respect to \( w_{kj} \) is performed \( \frac{\partial e_k}{\partial w_{kj}} \). The weight change is obtained for the \( j \)-th node as

\[
\Delta w_{kj} = -\sigma \frac{\partial e_k}{\partial w_{kj}}
\]  
(6)

The minus sign is required so as to update in the direction of a minimum, not a maximum, of the error function [11].

The weights are then updated as below

\[
w_{kj}(t + 1) = w_{kj}(t) + \Delta w_{kj}
\]  
(7)

### 3.2 Radial Basis Function ANN

Radial basis function network is a feed-forward network that has simpler architecture than back-propagation [9]. Its structure includes one input layer, one hidden layer and one output layer as shown in Fig. 4. The connection is named as centers if it is between input layer and hidden layer, and named as weights if between hidden layer and output layer [10,18,19].

Radial basis functions are used as activation function of hidden layer. The most common used function is Gaussian function as given in (8).

\[
F_k = \exp\left(\frac{\|x_k - c_k\|^2}{2\sigma^2}\right)
\]  
(8)

where: \( x \), \( c \) and \( \sigma \) are input data, centers of Gaussian function and spread of the function, respectively. \( F \) is the hidden layer output. K-means clustering method is usually used in order to determine suitable centers. Then, the output of network is obtained as,

\[
I_{fk,x} = w_k^T F_k, \quad x \in \{a, b, c\},
\]  
(9)

\( w \) is the weight vector of output layer, which is updated according to gradient descent method. The updated weight values are obtained as in (10)

\[
w_{k+1} = w_k + \eta \Delta w_k
\]  
(10)

where: \( \eta \) is learning rate of the weights, and \( \Delta w_k = (t_{k,x} - I_{fk,x}) \). \( t \) is the desired outputs for a, b and c phases.

### 4. Performance Results

In this study, a six-pulse nonlinear load is constructed in Simulink/Matlab in order to create the data for neural network. The simulation is performed for 1 s and solution time step is selected as 1 us. Four inputs and three outputs with 500 samples for each are applied to train the network. The system parameters are given in Table 1. The voltage magnitude and frequency of grid are 400 V and 50 Hz, respectively. The range of adjustable resistor is between 1 ohm and 5 ohm. The created simulation for data generation is illustrated in Fig. 5. Besides, the waveforms of targets and inputs to train the network are demonstrated in Fig. 6.
Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Voltage</td>
<td>400 V (rms)</td>
</tr>
<tr>
<td>Frequency</td>
<td>50 Hz</td>
</tr>
<tr>
<td>Nonlinear Load</td>
<td></td>
</tr>
<tr>
<td>Rating</td>
<td>32-160 kVA</td>
</tr>
<tr>
<td>Adjustable Resistor</td>
<td>1 Ω ≤ R_{adj} ≤ 5 Ω</td>
</tr>
<tr>
<td>THD</td>
<td>26.7 %</td>
</tr>
</tbody>
</table>

In order to update the weights and biases of MLF network, four different training algorithms are examined and compared. The examined algorithms are Levenberg-Marquardt (LM), BFGS Quasi-Newton, Resilient Back-propagation (RB) and Scaled Conjugate Gradient (SCG) algorithms. Four training algorithms with one or two hidden layers and various neuron numbers are applied to compare and find the best one. The activation functions of hidden layers and output layer are tan-sig and pureline, respectively. The examined hidden layer and neuron numbers for training algorithms are “20” and “40” neurons for one hidden layer, and “20x30” neurons for two hidden layers.

The best performance result for MLF network is obtained once LM algorithm is used for one and two hidden layers with different neuron numbers. LM algorithm shows better performance when one hidden layer with 40 neurons is applied. Fig. 7 shows the waveform results obtained by LM algorithm. The upper figure is the waveform obtained by ANN outputs, and the lower figure is obtained by extracting the ANN outputs from nonlinear load currents. The results show that it is better to apply LM algorithm with single hidden layer for harmonic extraction of nonlinear load. The other methods have less accuracy and more epoch numbers, which results in more calculation time.

Single hidden layer is only applied in RBF network, which has radial basis activation function. Gaussian or inverse multiquadratic function are analyzed as activation function. The performance results of harmonic current generation are better when Gaussian function is used. Fig. 8 shows the waveforms of ANN outputs and harmonic currents of nonlinear loads obtained by RBF network with Gaussian function.
It can be seen from Fig. 7 and Fig. 8 that harmonic extraction of RBF network with Gaussian function is superior to MLF network with LM backpropagation algorithm. The reason of superiority is clustering by which RBF cluster the input data via hidden layer activation function and then approximate the output value to desired value. Besides, RBF network is faster than MLF due to clustering.

5. Conclusions

In this paper, RBF and MLF artificial neural networks are used in order to extract the harmonic current components of six-pulse uncontrolled rectifier. One of the most common ANN structure multilayer feed-forward network with back-propagation algorithm is used. Four different training algorithms are applied and the results are compared. Among these algorithms, LM algorithm is found as the best one for harmonic extraction. This algorithm with one hidden layer shows optimum result in spite of less epoch number. The other widespread ANN architecture for harmonic extraction is RBF network with Gaussian function. RBF network has better harmonic extraction performance compared with MLF network. And owing to clustering of input data, RBF shows faster response.
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