Abstract: This paper deals with an intelligent control method for the Maximum Power Point Tracking (MPPT) of a photovoltaic system under variable temperature and radiation conditions. The MPPT is based on the Takagi-Sugeno (T-S) fuzzy model approach. A DC/DC buck converter has been connected between the photovoltaic panel and the load to regulate the output power of the PV panel array. A fuzzy MPPT controller based on TS fuzzy model is proposed in which controller gains are obtained by solving Linear Matrix Inequalities (LMIs). Numerical simulations are presented and compared to other types of control to check the performance of this type of control.
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1. Introduction

Photovoltaic (PV) power generation is expanding very rapidly as an important solution due to energy crisis and environmental issues such as pollution and global warming effect. While PV is a commercially available and reliable technology with a significant potential for long-term growth in nearly all world regions, PV systems are becoming a very attractive alternative for many terrestrial applications [1].

Unfortunately the actual energy conversion efficiency of PV module is rather low. So to overcome this problem and to get the maximum possible efficiency, the design of all the elements of the PV system has to be optimized [2]. Since solar power uses the photovoltaic effect to transform solar energy into electrical energy, the PV panel is a nonlinear power source. There are different approaches to control a nonlinear system. The feedback stabilization of nonlinear systems where a linear feedback control is designed for the linearization of the system about a nominal operating point is considered as a typical approach. Other approaches such as feedback linearization [3], [36] and [4] are rather involved and tend to result in rather complicated controllers.

In recent years, there have been significant advances in the study of the stability analysis and controller synthesis for the so-called Takagi-Sugeno (TS), also known as the TS fuzzy systems, which have been used to represent certain or uncertain complex nonlinear systems. In fact, TS fuzzy model has been greatly used to describe renewable energy systems such as photovoltaic systems and wind energy systems, e.g., [6] and [34].

In the TS fuzzy model, the local dynamics in different state-space regions are represented by linear state space models. The overall model of the system is obtained by the fuzzy blending of these local models. The overall model of the system is obtained by the fuzzy blending of these local models.

Stability and design issues of fuzzy control systems have been discussed in an extensive literature, e.g., [5]-[7]. The control design is carried out based on the fuzzy model by the so-called parallel distributed compensation (PDC) scheme [5]. For each local linear model, a linear feedback control is designed. The resulting overall controller is again a fuzzy blending of the individual linear controllers. Originally, Tanaka and Sugeno [5], [7] have provided certain conditions those are sufficient for the stability of the T-S fuzzy systems in the sense of Lyapunov [5], [8]. The conditions for the existence of a common Lyapunov function are obtained by solving linear matrix inequalities (LMIs).

At a given temperature and radiation level, PV cells supply maximum power at one particular operation point called the Maximum Power Point (MPP). Unlike
conventional energy sources, it is desirable to operate PV systems at its MPP.

Tracking the maximum power point (MPP) of a photovoltaic module/array is an essential task in a PV control system, since it maximizes the power output of the PV system, and therefore maximizes the PV module's efficiency [9]. However, the MPP locus varies over a wide range, depending on PV array temperature and radiation intensity. Maximum power point trackers (MPPTs) play an important role in PV power systems because they maximize the power output from a PV system for a given set of conditions, and therefore maximize the array efficiency. Thus, an MPPT can minimize the overall system cost. Many techniques have been proposed [30],[31], such as Perturb-and-Observe (P&O) which is the most commonly used; it is an iterative method of obtaining MPP, modified P&O. Three Point Weight Comparison [10],[11], Constant Voltage (CV) [12], Incremental Conductance (IC); it is an alternative to the PO method and based on differentiating the PV power with respect to voltage and setting the result to zero [12], Short Current Pulse [13], Open Circuit Voltage [14]; this method is based on the voltage of PV generator at MPP which is approximately linearly proportional to its open circuit voltage, the Temperature Method [15] which uses the temperature to determine the MPP voltage, and methods derived from it [15]. These techniques are easily implemented and have been widely adopted for low-cost applications.

As is well known, each technique has advantages and drawbacks. Simplicity and ease of implementation present the main factors that can make some methods popular such as P&O method. However, P&O has some limitations like it fails under rapidly changing environment conditions.

On the other hand, speed and accuracy are considered as the principle parameters provided by some other methods like fuzzy logic and neural network. Still, most of MPPT approaches lack strict convergence analysis, subsequently, only approximate tracking of maximum power is accomplished. Even if neural network technique provides better performance than traditional methods, its disadvantage is the necessity of solar radiation and cell temperature measurement. Furthermore, two control loops are required in the case that the dynamics of the converter are considered. In fact, we need to determine the maximum power of the PV array and then, to control it according to the reference voltage.

Several practical applications of fuzzy logic control (FLC) and classical stability analysis methods for fuzzy systems have been presented [37],[38],[39] and [40], but FLC methods still lack stability and performance analysis. To achieve the MPPT under strict theoretical analysis, the TS fuzzy model-based control is applied.

In this paper, the solar power generation system is described by nonlinear equations, and then it is transformed into an augmented system which is described by T-S fuzzy model. We develop an MPPT based on Parallel Distributed Compensation (PDC) method which allows transferring the maximum power from the panel to the load. We have used Lyapunov approach to prove the stability of the system and Linear Matrix Inequalities (LMI) to calculate the control parameters.

This paper is organized as follows. In section 2, we introduce the solar power generation system. In section 3 we present MPPT using traditional methods; (P&O) and Mamdani fuzzy logic. The forth section deals with the T-S fuzzy model of the system. In section 5, T-S fuzzy controller is presented. First, we describe the system by an augmented T-S fuzzy model. Then, we present the stability analysis of the closed loop system. To show the control performance, numerical simulation results of PV energy system are discussed in section 6. Finally, conclusions are drawn in the final section.

2. PV System Characteristics

In this paper, the solar power generation system considered consists of a photovoltaic array and a DC/DC buck converter. A schematic overview of the PV energy system is shown in Fig.1.

![Fig.1. Configuration of the PV energy system](image-url)

2.1 Photovoltaic Array:

We consider a PV panel array arranged in parallel solar cells and series cells. The output current and the PV array voltage are denoted respectively as I and V. The current-voltage characteristic equation of a PV array can be described by a light-generated current source and a diode. If internal shunt and series resistances are neglected, the
output current of the PV array is described by the following equation [6]:

\[ I = n_p I_{ph} - n_s I_{rs}(e^{\frac{k_p V}{n_s}} - 1) \]  

(1)

where \( n_p \) and \( n_s \) are the number of the parallel and series cells \( k_p = q/(pK) \), with \( q = 1.6 \times 10^{-19} \text{C} \) is the electronic charge, \( K = 1.38 \times 10^{-23} \text{JK}^{-1} \) is the Boltzmann’s constant, \( T \) is the cell temperature, \( p \) is an ideal factor, \( I_{ph} \) and \( I_{rs} \) are respectively the photocurrent and reverse saturation current which are given by

\[ I_{ph} = (I_{sc} + K I(T-Tr)) \frac{\lambda}{100} \]  

(2)

\[ I_{rs} = I_{rs} \left( \frac{T}{Tr} \right)^{\frac{3}{2}} \exp(qE_{gp}(1/Tr-1/T)) / pK \]  

(3)

Where \( I_{sc} \) is the short-circuit cell current at reference temperature and radiation and \( I_{rs} \) is the reverse saturation current at the reference temperature \( T_r \), \( E_{gp} \) is the band-gap energy of the semiconductor used in the cell, \( K_l \) is the short-circuit current temperature coefficient and \( \lambda \) is the solar radiation in \( \text{W/m}^2 \). The power generation of the PV array [6]:

\[ P = I V \]  

\[ P = n_p I_{ph} V - n_s I_{rs} V \exp(k_p V / n_s) - 1 \]  

(4)

The system operates at the maximum power point if the condition \( dP/dV = 0 \) is satisfied. At the maximum power point and by taking the partial derive of the power array with respect to the PV voltage we have:

\[ \frac{dP}{dV} = 0 \Rightarrow I + V \frac{dI}{dV} = 0 \]  

(5)

\[ \frac{dP}{dV} = I - \frac{n_p k_p V}{n_s} I_{rs} V \exp(\frac{k_p V}{n_s}) \]  

(6)

Due to the high nonlinearity, the maximum power point is difficult to be solved from (6). For this reason it is difficult to achieve MPPT by traditional methods.

2.2 DC/DC buck converter

When a direct connection is carried out between the source and the load, the output of the PV module is seldom maximum and the operating point is not optimal [16]. To overcome this problem, it is necessary to add an adaptation device, an MPPT controller with a DC–DC converter, between the source and the load [17]. The Buck DC–DC converter is applied so in order to adjust the array photovoltaic to the voltage range.

Consider the PV power control system using a buck converter, as shown in Fig.1, the dynamic model can be described by the following state equations:

\[
\begin{align*}
\frac{di_L}{dt} &= -\frac{1}{L}(R_L + R_B)(1 - \frac{i_L}{i_{th}}) + \frac{uV}{L} - \frac{E_B}{L} \\
\frac{dV}{dt} &= \frac{1}{C_u}(I - ui_L)
\end{align*}
\]

(7)

Where \( V \) is the PV array voltage and \( i_L \) is the current on the inductance \( L \).

\( R_L \) and \( R_B \) are the internal resistances on the inductance \( L \) and the battery, \( i_0 \) is a measurable current on the load, \( u \) is the duty ratio of the Pulse-Width-Modulated (PWM) signal to control the switching MOSFET, \( u \in [0,1] \) defines the switch position.

3. MPPT Using Traditional Methods

3.1 Perturb & observe MPPT Technique

The Perturb and Observe method is considered as the most algorithms used in practice by the majority of authors to track the maximum power point [18],[19],[20],[21],[22] and [23] among others. Its principle is based on the perturbation of the system by the increase/decrease of the duty-cycle of the converter and the observation of the effect on the output power [24], [25] and [26].

If a given perturbation leads to an increase (decrease) in the output power of the PV, then the subsequent perturbation is generated in the same (opposite) direction, otherwise the perturbation is inverted. The duty cycle is varied and the process is repeated until the maximum power point has been reached, that leads the system to oscillate about the MPP.
In Fig. 2 it is given a flowchart which describes the P & O technique.

![Flowchart of the Perturb and Observe method](image)

### 3.2 Mamdani’s fuzzy inference method

Fuzzy logic controllers have been recently introduced in the tracking of the MPP in PV systems [27], [28], [29] and [35].

The fuzzy controller has four main components: (i) the “rule-base” holds the knowledge, in the form of a set of rules, of how best to control the system; (ii) the inference mechanism evaluates which control rules are relevant at the current time and then decides what the input to the plant should be; (iii) the fuzzification interface simply modifies the inputs so that they can be interpreted and compared to the rules in the rule-base and (iii) the defuzzification interface converts the conclusions reached by the inference mechanism into the inputs to the plant [27].

In our Mamdani controller, we use the PV current and voltage as inputs. Output is the duty cycle u of the buck converter.

The variable inputs are expressed as linguistic variables denoted ZE (Zero), S (Small), M (Medium), B (Big) and VB (Very Big). The first step is the fuzzification of the input variables by triangular MFs. The second step, inference rules, where the fuzzified variables are compared with predefined sets in order to get the appropriate response. The last stage is defuzzication of the rules in order to obtain the crisp values of the duty cycle perturbations.

In Table I, it is summarized the different fuzzy rules used in Mamdani fuzzy controller to track the maximum power point.

<table>
<thead>
<tr>
<th>FLC Rules Base</th>
<th>V</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZE</td>
<td>ZE</td>
<td>ZE</td>
</tr>
<tr>
<td>S</td>
<td>S</td>
<td>M</td>
</tr>
<tr>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>B</td>
<td>M</td>
<td>B</td>
</tr>
<tr>
<td>VB</td>
<td>B</td>
<td>VB</td>
</tr>
<tr>
<td>VB</td>
<td>VB</td>
<td>VB</td>
</tr>
</tbody>
</table>

![Membership functions](image)

Fig. 3. Membership functions of

- (a) PV voltage V
- (b) PV current I
- (c) Duty cycle u
The input variables and the control action for tracking of the maximum power point are illustrated in Fig. 3.

4. T-S Fuzzy model representation of PV power control system

In this study we take the partial derivative \( \frac{dP}{dV} \) as the control output \( y(t) \) because the maximum power point occurs at \( \frac{dP}{dV} = 0 \), i.e. [6]

\[
y(t) = \frac{dP}{dV}
\]  
(8)

Since T-S fuzzy model describes nonlinear systems by combining local linear dynamic subsystems in IF-THEN fuzzy rules [28], we will represent the solar power system in a T-S fuzzy model. The overall solar power system dynamics can be expressed by the following:

\[
\begin{bmatrix}
\frac{di}{dt} \\
\frac{dV}{dt}
\end{bmatrix} =
\begin{bmatrix}
\frac{1}{L} (R_i + R_p (1 - \frac{i}{i_o})) & 0 \\
0 & \frac{1}{C} \frac{d}{dt}
\end{bmatrix}
\begin{bmatrix}
i_l \\
V
\end{bmatrix}
\]

\[
\begin{bmatrix}
\frac{V}{L} \\
-\frac{i_l}{C_a}
\end{bmatrix}
\begin{bmatrix}
1 & 0 \\
0 & \frac{E}{L}
\end{bmatrix}
\begin{bmatrix}
B_i u(t) + B_f b_d
\end{bmatrix}
\]

\[
x = A(x) x + B(x) u + B_f b_d
\]
(9)

\[
y = \begin{bmatrix}
0 \\
\frac{I}{V} - \frac{n_j k_p}{n_i} I_n \exp(- \frac{k_p V}{n_i})
\end{bmatrix}
\]

\[
y = C(x) x
\]
(10)

Where \( B_o = [1 \ 0]^T \) and \( b_o = -E_o / L \) and the state variable vector is defined as \( x = [i, V]^T \).

According to the previous expression and the fuzzy modeling method [32], we have to fuzzify the matrices \( A(x), B(x) \) and \( C(x) \). We choose the fuzzy premise variables as follow:

\[
q_i = 1 - \frac{i}{i_o}
\quad q_2 = \frac{i}{i_o}
\quad q_3 = \frac{I}{V}
\quad q_4 = V
\]

and \( q_5 = \frac{n_j k_p}{n_i} I_n \exp(- \frac{k_p V}{n_i}) \).

The syntax “if-then” is always used so the system can be described by the following T-S rules:

\[
\text{If } q_i(t) \text{ is } F_{1i} \text{ and } \ldots \text{and } q_5(t) \text{ is } F_{5i}, \text{ then }
\]

\[
x = A_i x(t) + B_i u(t) + B_f b_d
\]
\[
y = C_i x(t)
\]

\[
i = 1, 2, \ldots, r
\]
(11)

\( F_i \) denote the fuzzy sets, \( r \) is the number of fuzzy rules (\( r=32 \)) and \( A_i, B_i, \) and \( C_i \) are appropriate subsystem matrices.

The response of a TS model is a weighted sum:

\[
x(t) = \sum_{i=1}^{r} \mu_i(q(t)) \left( A_i x(t) + B_i u(t) + B_f b_d \right)
\]

\[
y(t) = \sum_{i=1}^{r} \mu_i(q(t)) C_i x(t)
\]
(12)

The vector \( q(t) \) contains the premise variables:

\[
q(t) = [q_1(t) \ q_2(t) \ \ldots \ q_5(t)]^T
\]

The degree of activation for rule \( i \) is normalized as

\[
\mu_i(q(t)) = \frac{w_i(q(t))}{\sum_{i=1}^{r} w_i(q(t))} \quad \text{with} \quad w_i(q(t)) = \prod_{j=1}^{5} F_{ij}(q(t))
\]

This normalization implies that \( \sum_{i=1}^{r} \mu_i(q(t)) = 1 \) for all \( t \).

To obtain an exact fuzzy representation of the dynamic the membership functions of premises should be chosen as

\[
A(x) = \sum_{i=1}^{r} \mu_i(q(t)) A_i, \quad B(x) = \sum_{i=1}^{r} \mu_i(q(t)) B_i
\]

and

\[
C(x) = \sum_{i=1}^{r} \mu_i(q(t)) C_i.
\]

For simplification, the membership functions are written in the general form as [6]:

\[
f_{ij} = \frac{q_j(t) - q_{m_j}}{q_{M_j} - q_{m_j}} \quad f_{ij} = 1 - f_{ij}
\]
(13)
Where \( qM_i \) and \( qm_i \) are the upper and the lower bounds of the variable \( q_j(t) \) for \( j=1...5 \).
The subsystem matrices are given as:

\[
A_i = \begin{bmatrix}
-\frac{1}{L} (R_i + R_d q_i) & 0 \\
0 & \frac{1}{C_a} q_i
\end{bmatrix},
\]

\[
B_i = \begin{bmatrix}
q_u \\
-L q_u
\end{bmatrix},
\]

\[
C_i = \begin{bmatrix}
0 & q_{3i} - q_{5i}
\end{bmatrix}
\]

In tables 2 and 3 we present the setting of the parameters \( q_\beta \) with respect to each rule for \( j=1...5 \) and \( i=1...32 \).

<table>
<thead>
<tr>
<th>Fuzzy Sets of rules</th>
<th>Parameters of then- part</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_1 ) ( F_2 ) ( F_3 ) ( F_4 ) ( F_5 )</td>
<td>( q_{1i} ) ( q_{2i} ) ( q_{3i} ) ( q_{4i} ) ( q_{5i} - q_{c,0} )</td>
</tr>
<tr>
<td>( f_{1a} ) ( f_{2a} ) ( f_{3a} ) ( f_{4a} ) ( f_{5a} )</td>
<td>( qM_1 ) ( qM_2 ) ( qM_3 ) ( qM_4 ) ( qM_5 )</td>
</tr>
<tr>
<td>( f_{1b} ) ( f_{2b} ) ( f_{3b} ) ( f_{4b} ) ( f_{5b} )</td>
<td>( qM_1 ) ( qM_2 ) ( qM_3 ) ( qM_4 ) ( qM_5 )</td>
</tr>
<tr>
<td>( f_{1c} ) ( f_{2c} ) ( f_{3c} ) ( f_{4c} ) ( f_{5c} )</td>
<td>( qM_1 ) ( qM_2 ) ( qM_3 ) ( qM_4 ) ( qM_5 )</td>
</tr>
<tr>
<td>( f_{1d} ) ( f_{2d} ) ( f_{3d} ) ( f_{4d} ) ( f_{5d} )</td>
<td>( qM_1 ) ( qM_2 ) ( qM_3 ) ( qM_4 ) ( qM_5 )</td>
</tr>
<tr>
<td>( f_{1e} ) ( f_{2e} ) ( f_{3e} ) ( f_{4e} ) ( f_{5e} )</td>
<td>( qM_1 ) ( qM_2 ) ( qM_3 ) ( qM_4 ) ( qM_5 )</td>
</tr>
<tr>
<td>( f_{1f} ) ( f_{2f} ) ( f_{3f} ) ( f_{4f} ) ( f_{5f} )</td>
<td>( qM_1 ) ( qM_2 ) ( qM_3 ) ( qM_4 ) ( qM_5 )</td>
</tr>
</tbody>
</table>

5. **TS Fuzzy Controller**

After obtaining the TS fuzzy model of the system, we propose to design the TS fuzzy controller.

5.1 **PDC Fuzzy controller**

In order to achieve the MPPT control we have to drive the control output to zero. Based on the T-S fuzzy models, the PDC fuzzy controller is designed as follows.

Controller rule i:

If \( q_i(t) \) is \( F_{1i} \) and ... and \( q_5(t) \) is \( F_{5i} \), then

\[
\dot{x}_i(t) = y(t) - y_0
\]

\[
u(t) = K_{1i} x_i(t) + K_{2i} x_{1i}(t)
\]

\( i = 1...32 \)

Where \( x_i(t) \) denotes the integral of the controlled output, \( y_0 \) is a null reference, and \( K_{1i} \) and \( K_{2i} \) represent the control gains.

The global fuzzy inferred controller is obtained as follows:
\[
\dot{x}_i(t) = \sum_{j=1}^{r} \mu_i(q(t)) C_{ij} x_j(t) \\
u(t) = \sum_{i=1}^{r} \mu_i(q(t)) \left\{ K_{ij} x_i(t) + K_{ij2} x_j(t) \right\}
\]

By substituting the control law (16) in the fuzzy model (12), the closed loop system is given by:
\[
\dot{x}(t) = \sum_{i=1}^{r} \sum_{j=1}^{r} \mu_i(q(t)) \mu_j(q(t)) \left\{ (A_i + B_i K_{ij}) x(t) + B_i K_{ij2} x_j(t) \right\}
\]

In this subsection, we transform the average dynamic model of the photovoltaic system into an augmented model. So we can express the overall controlled system in terms of a new coordinate as follows:
\[
\ddot{x}(t) = \sum_{i=1}^{r} \sum_{j=1}^{r} \mu_i(q(t)) \mu_j(q(t)) \left\{ \ddot{A}_{ij} \ddot{x}(t) + \ddot{B}_{ij} b_d \right\}
\]

Where
\[
\ddot{A}_{ij} = \begin{bmatrix} A_{ij} + B_{ij} K_{ij} \\ C_{ij} \\ 0 \end{bmatrix}, \quad A_{ij} = \begin{bmatrix} A_i \ 0 \\ C_i \ 0 \end{bmatrix}, \quad B_{ij} = \begin{bmatrix} B_i \ 0 \end{bmatrix}^T, \quad K_{ij} = \begin{bmatrix} K_{ij} \\ K_{ij2} \end{bmatrix} \quad \text{and} \quad \ddot{B}_{ij} = \begin{bmatrix} B_i \ 0 \end{bmatrix}^T
\]

5.2 Stability analysis

To analyze the convergence of the maximum tracking, we consider the quadratic Lyapunov function
\[
V(\ddot{x}) = \ddot{x}^T P \ddot{x}
\]
with \( P = P^T > 0 \). The time derivative of Lyapunov function along the control dynamics results in:
\[
\dot{V}(t) = \sum_{i=1}^{r} \sum_{j=1}^{r} \mu_i(q(t)) \mu_j(q(t)) \left\{ \ddot{x}^T (P \ddot{A}_{ij} + \ddot{A}_{ij}^T P) \ddot{x} + \ddot{x}^T P \ddot{B}_{ij} b_d + b_d^T \ddot{B}_{ij}^T P \ddot{x} \right\}
\]

For \( \ddot{Q} = \ddot{Q}^T > 0 \) if
\[
P \ddot{A}_{ij} + \ddot{A}_{ij}^T P + P \ddot{B}_{ij} \ddot{B}_{ij}^T P + \ddot{Q} < 0
\]

Then
\[
\dot{V}(t) \leq \sum_{i=1}^{r} \sum_{j=1}^{r} \mu_i(q(t)) \mu_j(q(t)) \ddot{x}^T (P \ddot{A}_{ij} + \ddot{A}_{ij}^T P + P \ddot{B}_{ij} \ddot{B}_{ij}^T P + \ddot{Q}) \ddot{x} + b_d^T \ddot{B}_{ij}^T P \ddot{x} + b_d^T b_d
\]

For all \( i, j \) and given positive-definite symmetric matrices \( Q_i > 0 \).

If the LMI have a feasible solution then \( V > 0 \) and \( \dot{V} \leq 0 \) with \( \ddot{Q} = Q_i X^{-1} Q_i \). Therefore, due to the fact that \( b_d \) is a constant, \( \lim_{t \to \infty} \ddot{x}_i(t) = \lim_{t \to \infty} y(t) = 0 \) is guaranteed.

In other words, the condition \( dP/dV=0 \) is guaranteed

6. Numerical Simulation

This section presents the main results. The PV power system was simulated with the software package Matlab/Simulink.

In the following table we state the characteristics of the PV array panel under 398 K and 1000 W/m².

<table>
<thead>
<tr>
<th>PV Array Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum power ( P_{max} )</td>
<td>606 W</td>
</tr>
<tr>
<td>Voltage at ( P_{max} )</td>
<td>90 V</td>
</tr>
<tr>
<td>Current at ( P_{max} )</td>
<td>6.7 A</td>
</tr>
<tr>
<td>Short circuit Current ( I_{sc} )</td>
<td>7.8 A</td>
</tr>
<tr>
<td>Series-Parallel cells</td>
<td>(36, 2)</td>
</tr>
</tbody>
</table>
The control gains are found by solving the LMI (25), here, we state some partial gains:

\[ K_1 = [0.0323 \ 0.0337 \ 21.1528] \]
\[ K_{16} = [0.0377 \ 0.0222 \ 24.7630] \]
\[ K_{32} = [0.0015 \ 0.0083 \ 0.2227] \]

The aim of simulation is to present the electrical behavior of the PV system under rapid changes in radiation levels.

So to demonstrate the performance of the MPPT, we apply a sudden change in radiation with a fixed temperature. The solar radiation level starts from 800 W/m², then decreases to 600 W/m², after that increases to 700 W/m² and finally, increases to 900 W/m², while the temperature is set to the value \( T = 398 \) K. The evolution of the varying radiation is given by the following figure.

In order to better understand the behavior of the PV array when controlled by our proposed MPPT control strategy, it is worthwhile to carry out simulation comparisons with Perturb and Observe method and fuzzy logic control method.

The power regulation response generated by applying the PO technique, Mamdani fuzzy controller and the proposed T-S controller are illustrated respectively in Fig. 5, 6 and 7.

We can observe that the proposed controller has a faster time response to track the MPP than PO and Mamdani controllers and presents fewer oscillations.

It is also clear that the generated solar power achieves rapidly the maximum value under the radiation conditions considered and maintains the real MPP after each step of radiation variation, hence a good stabilization is obtained thanks to T-S controller acts.

The evolution of PV voltage and current are respectively given in Fig. 8 and Fig. 9.
Fig. 8. PV current response based on MPPT control

In Figures 8 and 9, we observe momentary peaks which are resulted from sudden and significant change in solar radiation.

In this step, we consider a varying sinusoidal radiation $500 + 500 \sin(\pi t)$ in W/m², the P-V diagrams responses of the controlled system with the use of the three methods are shown in the following figures.

Fig. 9. PV current response based on MPPT control

Fig. 10. P-V diagram using the Perturb and Observe method under radiation changes

Fig. 11. P-V diagram using Mamdani fuzzy controller under radiation changes

Fig. 12. P-V diagram using the TS fuzzy controller under radiation changes

With reference to Figs 10, 11 and 12, we can notice that for different values of radiation, the PV array would exhibit different characteristic curves. Each curve has its maximum power point. It is at this point, where the corresponding maximum voltage is supplied to the converter.

It can be seen that the first method (PO) results in important oscillations. However, the fuzzy methods present less power chattering phenomenon. Thus, it can be deduced that the proposed TS fuzzy controller gives a better performance than both PO method and Mamdani controller and the effectiveness of the proposed maximum-power-point tracking control method is ensured.

7. Conclusion

In this work, we have presented a nonlinear fuzzy controller for the maximum power point tracking of a solar power generation system. At first, a Takagi-Sugeno (TS) fuzzy modeling for the considered nonlinear system has been proposed. Based on the elaborated fuzzy model, a T-S fuzzy controller has been designed with guaranteed stability and good dynamic behavior. The control gains are obtained by solving a set of LMIs. The MPPT is achieved even when we consider varying atmosphere. In order to verify the performance of the proposed controller, we have compared it with PO method and Mamdani fuzzy logic controller and we can deduce that TS controller can track the maximum power point with less chattering phenomenon or approximate MPPT than the traditional methods.
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