PREDICTIVE CONTROL STRATEGIES FOR VARIABLE SPEED WIND TURBINE WITH SATURATED INDUCTION GENERATOR
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Abstract: This paper proposes a Model Predictive Control (MPC) scheme combined with rotor flux-oriented control principal for a self-exited induction generator driven by a variable speed wind turbine in a stand-alone system. The excitation of the autonomous squirrel cage induction generator is achieved by means of PWM inverter/rectifier with a single capacitor, where the saturation effect of the magnetic circuit of the induction generator is taken into account and modeled as a variable inductance as function of the magnetic current. Effective approaches are proposed, namely the switched and adaptive MPC, to take into account large variations of important parameters. The objective is to keep the DC voltage at the rectifier output and the rotor flux constant and equal to the reference value regardless of different disturbances, like wind speed, load and parameter uncertainties of the induction generator. A wide analysis and comparison of simulation results are provided to check the effectiveness of the proposed MPC controller under different operating conditions, also considering a variety of control options.
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1. Introduction.

The interest in the use of renewable energy in recent years has increased significantly, because people are increasingly concerned with environmental issues. These energies include wind power which represents a huge resource with more than 54 GW of power installed across the global market in 2016, its capacity has expanded rapidly to 486.8 GW, cumulative capacity grew by 12.6% [1]. Clearly such an increase is mainly due the presence of large mass production plants connected to the grid which is the most dominant and visible aspect. However, along with the high-power wind generation, small power systems are under development especially for isolated sites or in an urban environment, also with the appearance of the new architectures.

For stand-alone wind turbines, different electrical machines can be used to fulfill the electromechanical conversion task. Induction Generators (IGs) are responding and extensively used in industrial applications, mainly due to their known advantages like robustness, small size, low maintenance cost and especially its capability to start without an external reactive power source, which is useful in stand-alone power generating systems where the reactive power from the grid is not available [2-6]. The simplest and cheapest way to use it as an autonomous generator consists in connecting its stator windings to a capacitor bank in parallel to the load. The remaining magnetic flux, added to the magnetizing current through the capacitor bank yields the construction of the electromotive force and it increases to a useful value. This approach is useful and sufficient to convert the wind energy into electrical one for isolated or faraway areas from the distribution grid [3]. However, the main negative effect of this kind of generator consists in its inherently poor voltage regulation for both speed and load variation. Thus, it is mandatory to have an appropriate and robust voltage control scheme. Different voltage control schemes have been proposed for this purpose in the technical literature, where usually the generator models used have been obtained under different simplification assumptions which do not represent the real case of the induction generator model [4-6].

Since many years, the field-oriented control is largely used for controlled electrical drives, it has been proved as the algorithm that gives the best performances and dominantly applied in Self-Excited Induction Generator (SEIG) systems, simply because of the advantages of this strategy which has superior dynamic control features. Most of such systems use classical PI controllers [4-10], due to the simplicity...
of the structure and ease of the design. However, the performance obtained by a PI controller is sensitive to plant parameter variations and external disturbances [11]. In [4-6], the DC voltage control is achieved by connecting a rectifier/inverter system to the stator windings of the isolated IG.

Artificial intelligence techniques such as Fuzzy Logic also have been applied to the control of wind energy conversion systems [12-14]. Fuzzy DC voltage control has been proposed in [12], and a comparison with classical PI was provided. One of the advantages with respect to other conventional controllers like the classical PI controllers is the capability of handling uncertain and noisy signals and the fact that they do not require the knowledge of a detailed mathematical model of the system under control [13]. In [14], fuzzy vector control strategy has been proposed to regulate the DC voltage of IG taking the saturation effect into account, but with limited range of speed variation. However, these methods do not offer good transient performance with respect to the advanced control technique like Model Predictive Control.

Sliding mode control is also used to control wind energy conversion system based induction generator [15, 16]. In [16] direct torque and rotor flux control (DTRFC) algorithm based on the sliding mode approach was proposed in case of small changes of wind and load variation. However, this approach does not offer good performances especially in case of load variation.

Model Predictive Control (MPC) has been developed considerably over the last few years since it proved to be an efficient control strategy in many applications. It can provide a good performance in largely different systems and processes under uncertainties, nonlinear and multi-variable systems, in particular in energy conversion [17]. Typically, MPC controller requires a significant computational effort. Nevertheless, nowadays MPC can be applied to rapid systems with shorter sampling time as electrical drives [18], thanks to the development of fast hardware. Hence, many researchers have been using the MPC strategy for electrical drives [17-22], where the nonlinearity of the magnetic circuit is always neglected. In [19], an application of MPC to control the voltage and frequency was proposed for a standalone generation system achieved by connecting a static VAR at the generator terminal for voltage regulation, where the generator terminal voltage depends mainly on the static VAR capacitance, rotor speed and the load impedance. In [20], an MPC of permanent magnet synchronous motor has been introduced with unknown load torque using a linear plant model. Another MPC strategy called predictive torque control has been introduced in [21-22]. In [23], a comparison between field-oriented control and predictive torque control is presented and applied to induction machines in both simulation and experimental tests. All the above mentioned results show the effectiveness of the MPC application to the electrical drives control problems.

This paper investigates the successful application of an innovative MPC control scheme using MPC single model strategy (i.e., based on a single model), switched MPC strategy and adaptive MPC strategy, which are based on rotor field oriented control principle applied to a self-induction generator with a squirrel cage induction generator driven by a variable wind speed, feeding different load values. An additional level of complexity in the system addressed in the present paper is the saturation effect of the magnetic circuit taken into account, which is modeled as a variable magnetizing inductance as a function of the magnetizing current [14]. A further complexity is that we want to insure the tracking of both DC voltage and rotor flux regardless of the variable rotor speed, load variation and parameter uncertainties of the generator model, considering large variations of the parameters. Preliminary results, with no adaptation and limited range of driving speed of the IG, have been illustrated in [25], while performance analysis of the considered system under different disturbances have been preliminarily investigated in [26] with no adaptation as well. Before starting the comparison between different control strategies using MPC technique here proposed, we give a brief comparison between MPC based single model and fuzzy logic control strategy in terms of DC voltage control in case of rotor speed changes.

The paper is structured as follows. Section 2 describes the system under investigation and its mathematical formulation. Section 3 is devoted to show the application of the basic concepts of MPC to control the IG behavior, while section 4 extends the control technique to switched and adaptive control. The results obtained are discussed in Section 5, to analyze in detail the impact of the load changes (sect. 5.1), the impact of the rotation speed changes (sect. 5.2). A case study IG is considered whose parameters are presented in the Appendix.

2. System description and modeling.

2.1. System description.

The SEIG system studied in this work with the control scheme is depicted in Fig. 1. It is composed mainly of squirrel cage induction generator (SCIG) driven by variable wind turbine speed, a PWM converter connected to a single capacitor to excite the IG with a battery in order to start up the system, an isolated load represented here as resistance R, and a diode to decouple the rectifier from the battery as soon as the voltage generated at the output of the rectifier is higher than the battery side.
2.2. Induction generator modeling

In order to study the system performances with a good accuracy, the induction generator model used in this work takes the saturation effect of the magnetic circuit into account. It is modeled as a variable inductance as function of the magnetic current, and approximated with a polynomial function of degree 12. The electrical equations are given in equation (1) according to the d-q model as following: (for more details, see [14, 24]):

\[
\begin{bmatrix}
    v_{sd} \\
    v_{sq}
\end{bmatrix} = 
\begin{bmatrix}
    R_s & - PΩ I_s & 0 & - PΩ L_m \\
    PΩ I_s & R_r & PΩ & 0
\end{bmatrix} \begin{bmatrix}
    i_{sd} \\
    i_{sq}
\end{bmatrix} +
\begin{bmatrix}
    0 \\
    0
\end{bmatrix}
\]

where \( P \) is the pole pair number, \( Ω \) is the mechanical speed of the machine, \( R_s \), \( I_s \) and \( R_r \), \( I_r \) are the stator and rotor phase resistances and leakage inductances respectively, \( L_m \) is the magnetizing inductance. \( V_{sd}, \) \( V_{sq} \) and \( i_{sq} \) are the d-q stator voltages and currents respectively. \( i_{md} \) and \( i_{mq} \) are the magnetizing currents, along the d and q axis, given by the following equation:

\[
\begin{align*}
    i_{md} & = i_{sd} + i_{md} \\
    i_{mq} & = i_{sq} + i_{mq}
\end{align*}
\]

The curve of magnetizing inductance (\( L_m \)) as a function of the current \( i_m \) is given in Fig. 2.

3. Predictive Control strategy

3.1. Decoupling with Vector Control

The total absence of decoupling between the flux and the torque in the asynchronous machine poses difficult problems for its control. For this reason, a vector control principle in particular the rotor flux oriented control is exploited in this paper (\( Φ_{rd} = Φ_r \) and \( Φ_{rq} = 0 \)), where the main target is to assimilate the induction motor to a DC motor by controlling the flux and the torque separately.

The electromagnetic torque is given by equation (3) where \( P \) and \( M \) are the pair pole number and mutual inductance respectively:

\[
T_{em} = P M i_{sq} Φ_r
\]

The estimated rotor flux is expressed in equation (4) as a function of stator current \( i_{sd} \) and rotor time constant \( Tr \), where \( T_r = L_r/R_r \)

\[
Φ_r = \frac{M i_{sd}}{1 + T_r s}
\]

where \( s \) is differential (Laplace) operator. The estimation of the stator pulsation is given by the following equation where \( Ω \) represents the mechanical speed:

\[
w_s = \frac{M i_{sq}}{T_r Φ_r} + PΩ
\]

3.2. Model Predictive Control

In order to control the DC voltage at rectifier output (\( V_{dc} \)) and flux (\( Φ_r \)), Model Predictive Control (MPC) strategy is proposed. Basically, as shown in Fig. 3, an MPC architecture is composed of two main components: the system model and an optimizer.

Fig.3. Typical MPC scheme.
The purpose of having a model is to mathematically represent the relationship between outputs and inputs of the plant to perform optimization. However, achieving an exact model of a plant is practically impossible, especially with the highly nonlinear plant at hand due to the saturation effect, hysteresis control, etc. Hence, an estimated system model based on step response identification around an equilibrium point is numerically constructed. In our consideration, the changes of \( V_{dc} \) (i.e., \( \Delta V_{dc} \)) with respect to the step changes of inputs (i.e., \( \Delta w, \Delta i_{sd}, \text{and} \Delta i_{sq} \)) around an equilibrium point is derived which basically illustrates how \( V_{dc} \) changes if there are variations of inputs, as hinted in Fig. 4. Similarly, for the change of \( \Phi_r \) (i.e., \( \Delta \Phi_r \)) with respect to the same step variations of the inputs. Applying the method to the considered case study IG, the transfer functions of the system are derived as follows:

\[
G_{\Delta isd-\Delta \phi} = 1047 \frac{1}{1 + 0.847s} \\
G_{\Delta isd-\Delta V_{dc}} = 84.708 \frac{1 + 0.002s}{(1 + 0.069s)(1 + 0.087s)} \\
G_{\Delta isq-\Delta V_{dc}} = -18.3588 \frac{1}{1 + 0.0695s} \\
G_{\Delta w-\Delta V_{dc}} = 1.8867 \frac{1}{1 + 0.0695s} 
\]

(6)

\[
\begin{bmatrix}
\Delta w_k \\
\Delta \Phi_r_k \\
\end{bmatrix} =
\begin{bmatrix}
A & B \\
C & D \\
\end{bmatrix}
\begin{bmatrix}
w_{k-1} \\
\Phi_{r,k-1} \\
\end{bmatrix} +
\begin{bmatrix}
R_e \\
I_{f} \\
\end{bmatrix}
\begin{bmatrix}
\alpha_k \\
\beta_k \\
\end{bmatrix} \\
+ 
\begin{bmatrix}
R_i \\
I_{f} \\
\end{bmatrix}
\begin{bmatrix}
\alpha_{r,k} \\
\beta_{r,k} \\
\end{bmatrix}
\]

Fig. 4. Superposition principle checking

Then, the typical discrete state space model is accordingly built as follows:

\[
\begin{align*}
\dot{x}_k &= Ax_k + Bu_k + B_d d_k \\
y_k &= Cx_k + Du_k
\end{align*}
\]

(7)

The future behavior of the plant is afterward predicted as functions of the inputs following the Dynamic Matrix Control (DMC) framework in the following expression.

\[
\hat{Y}_{k+1} = \begin{bmatrix}
CA \\
\vdots \\
CA^{Np}
\end{bmatrix}
\hat{x}_{k|k} +
\begin{bmatrix}
CB \\
\vdots \\
CB
\end{bmatrix}
\begin{bmatrix}
u_{k-1} \\
\vdots \\
u_{k-p}
\end{bmatrix} +
\begin{bmatrix}
\Delta \Phi_r \\
\vdots \\
\Delta \Phi_r
\end{bmatrix}
\begin{bmatrix}
\Delta u \\
\vdots \\
\Delta u
\end{bmatrix} +
\begin{bmatrix}
\hat{Y}_{k+1} \\
\vdots \\
\hat{Y}_{k+1}
\end{bmatrix}
\]

(8)

\[
\begin{bmatrix}
CB \\
\vdots \\
CB
\end{bmatrix}
\begin{bmatrix}
u_{k-1} \\
\vdots \\
u_{k-p}
\end{bmatrix} +
\begin{bmatrix}
\Delta \Phi_r \\
\vdots \\
\Delta \Phi_r
\end{bmatrix}
\begin{bmatrix}
\Delta u \\
\vdots \\
\Delta u
\end{bmatrix} +
\begin{bmatrix}
\hat{Y}_{k+1} \\
\vdots \\
\hat{Y}_{k+1}
\end{bmatrix}
\]

where \( \hat{Y} \) is vector of future outputs prediction over prediction horizon \( (H_p) \), \( \hat{x}_{k|k} \) is estimated values of state variables, \( u_{k-1} \) presents the latest actual control actions; \( \Delta u \) is vector of future control actions increments, \( \hat{Y}_{k|k} \) is considered as output correction term as it equals to the difference between the current output and the predicted current output at previous time instant.

As for the mechanical pulsation, a prediction for \( \Delta w \) is not performed as it is considered to be equal to current value \( \Delta w_k \). A, B, C, D and B_d are system matrices in discrete state space model as presented in equation (7). Notice that all values are taken into account at current time \( k \). Now, the control problem can be transformed into an optimization problem taking into account different and sometimes conflicting goals subject to system constraints. The cost function is presented as a weighted sum of four different quadratic terms \( J^x_{R,isd}, J^x_{R,isq}, J^V, J^F \). They respectively account for smoothing \( \Delta i_{sd} \), smoothing \( \Delta \Phi_r \), tracking \( \Delta V_{dc} \) and tracking \( \Delta \Phi_r \). Their corresponding weights are named as \( w^R_{R,isd}, w^R_{R,isq}, w^V, w^F \). Notice that all the weights are designed with respect to normalized values of inputs and outputs. In more detail, the cost function terms here considered are the quadratic forms described in the following format:

\[
J = w^R_{R,isd} J^x_{R,isd} + w^R_{R,isq} J^x_{R,isq} + w^V J^V + w^F J^F
\]

(9)
\[
J_{R,isd} = \sum_{i=0}^{H_p-1} (\Delta i_{sd,k+i|k} - \Delta i_{sd,k+i-1|k})^2
\]
\[
J_{R,isq} = \sum_{i=0}^{H_p-1} (\Delta i_{sq,k+i|k} - \Delta i_{sq,k+i-1|k})^2
\]
\[
J' = \sum_{i=1}^{H_p} (\Delta V_{dc,k+i|k} - \Delta V_{dc,k+i-1|k})^2
\]
\[
J_F = \sum_{i=1}^{H_p} (\Delta \Phi_{k+i|k} - \Delta \Phi_{k+i-1|k})^2
\]

where \( \Delta V_{dc,k+i|k} \) and \( \Delta \Phi_{k+i|k} \) are the setpoints of \( \Delta V_{dc} \) and \( \Delta \Phi \), respectively, which basically equal to the differences between the setpoints of outputs and its equilibrium values.

Since the outputs can be represented as a linear function of control variables as in equation (8), all the cost terms can be expressed in a form that includes only control variables and constant terms. As for the constraints, the maximum (minimum) values of control variables and the changes of two consecutive control moves are imposed as presented below in Table 3. Since they are directly related to control variables, it is straightforward to express the constraints as a standard linear inequality form. As a conclusion, the optimization problem is formulated in a general form as follows:

\[
\min_{\Delta u} \Delta A_{o,k} \Delta u + B_{o,k} \Delta u + C_{o,k}
\]

subject to \( D_k \Delta u \leq b_k \)

where \( D_k \) and \( b_k \) are suitable matrices simply derived from actual constraints at time \( k \) and \( A_{o,k}, B_{o,k}, C_{o,k} \) are suitable coefficient matrices related to each term of the cost function at time \( k \).

By solving the optimization problem, the optimizer then provides a series of control actions from current instant till the end of control horizon. Following the receding horizon technique, only the first control sample is applied to the real plant. After that, the optimization problem is reformulated and solved at the next time instant with new updated information from the plant. The superiority of the MPC over traditional control structures is shown in Fig. 5, where a comparison is provided between a straightforward MPC (developed in [25]) and a Fuzzy PID controller (developed in [14]), with an improvement of about 22% (10 v of reduction in the undershoot/overshoot) when the rotation speed changes by 20% below and above the synchronous speed, where we have an improvement in time response also as it can be seen in Fig. 5. To improve transient performance, in [26] a special smoothing technique for the reference signals was introduced (for general discussion of the technique see [27]).

Briefly, the system is driven to track a trajectory which is constructed as a gradual transition to the desired setpoint as shown below:

\[
y_r(k + i|k) = (a_k)^i y(k) + [1 - (a_k)] y_{sp}
\]

\[
\forall i = 1, 2, ..., H_p
\]

where \( y_r(k + i|k) \) is the new reference trajectory after \( i \) steps from current time instant \( k \), \( y(k) \) is the measured value of \( y \) at time \( k \), \( y_{sp} \) is the actual setpoint that should be reached by the plant, and \( H_p \) is prediction horizon. After some investigations, the parameter \( a_k \) has been adaptively changed with time, as a special function of the tracking error:

\[
a_k = \frac{1}{1 + 0.097|y(k) - y_{sp}|}
\]

where \(|.|\) refers to absolute value function.

The basic MPC formulation given in [25, 26] is there applied only with small variations of the rotation speed. The present paper focuses on larger variation of parameters like rotation speed and load, which excites more strongly nonlinear behaviors. In particular, the present paper proposes and analyses new forms of MPC, namely switched and adaptive versions, to better follow the plant dynamics and improve transient results. On top of that, a sensitivity analysis is carried out to find good values of prediction and control steps as a compromise between computational burden and performance. Selected values for prediction and control horizons are 40 and 10 steps respectively.

Fig.5. Performance comparison between MPC and PI in DC voltage.

**4. Switched and Adaptive Predictive Control**

The predictive control strategy relies on a system model developed by using an identification method around an equilibrium point. As mentioned in previous section, the real plant is essentially nonlinear. A single linear system model is rarely a good enough representation of the real plant. In order
to improve the MPC performance which strongly depends on the reliability of the system model, innovative control schemes (a switched and an adaptive MPC) are proposed here, which employ a set of models estimated around different operational points of the system. In these studies, the models are changed simultaneously as soon as any changes of load and rotation speed are recorded.

To construct the set of models, the same identification technique with different values of wind and load is used, as they are main sources of variation in the considered system. In this paper, for the sake of simplicity, four different operational points (P, x=1, 2, 3, 4) are considered with respect to four different combinations of wind and load different values as shown in Table 1.

Table 1
Operation points in case of speed and load changes

<table>
<thead>
<tr>
<th>Ω (RPM)</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
</tr>
</thead>
<tbody>
<tr>
<td>750</td>
<td>70</td>
<td>70</td>
<td>70</td>
<td>140</td>
</tr>
</tbody>
</table>

Clearly, there will be a set of values of system inputs corresponding to the system outputs specified by P in Table 1. The model identified for any P is constituted by four transfer functions from system inputs and outputs as described in Table 2. The transfer functions from ∆ω and ∆θ to ∆ω are not given, simply because they are practically null. For the identification process, input steps of different amplitude (from 1% to 20%) have been adopted. However, no significant differences have been obtained in the modeling, and consequently no significant difference can be appreciated in the control performance. Thus, in this paper only the models identified with small amplitude step variations are shown in Table 2. In particular, C1 are system models with respect to P, where x takes values of 1, 2, 3 and 4. In particular, in this paper, C1 to C4 models are used to investigate sensitivity with respect to the rotation speed, while C1 and C2 are used to investigate the sensitivity with respect to the load change. As mentioned before, many more models have been used during this research activity.

The set of all the identified models (C, C) is presented in Table 2 using the following transfer function format:

\[ G_{input-output} = \frac{(1 + \eta s)}{(1 + \tau_1 s)(1 + \tau_2 s)} \]  

Table 2
Transfer functions of all models

<table>
<thead>
<tr>
<th>C1</th>
<th>( \mu=0.1047 )</th>
<th>( \mu=84.708 )</th>
<th>( \mu=18.358 )</th>
<th>( \mu=1.886 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta=0 )</td>
<td>( \eta=0.002 )</td>
<td>( \eta=0 )</td>
<td>( \eta=0 )</td>
<td>( \eta=0 )</td>
</tr>
<tr>
<td>( \tau_1=0.0847 )</td>
<td>( \tau_1=0.069 )</td>
<td>( \tau_1=0.0695 )</td>
<td>( \tau_1=0.069 )</td>
<td>( \tau_1=0 )</td>
</tr>
<tr>
<td>( \tau_2=0 )</td>
<td>( \tau_2=0 )</td>
<td>( \tau_2=0 )</td>
<td>( \tau_2=0 )</td>
<td>( \tau_2=0 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C2</th>
<th>( \mu=0.1048 )</th>
<th>( \mu=106.44 )</th>
<th>( \mu=18.503 )</th>
<th>( \mu=1.564 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta=0 )</td>
<td>( \eta=0.00949 )</td>
<td>( \eta=0 )</td>
<td>( \eta=0 )</td>
<td>( \eta=0 )</td>
</tr>
</tbody>
</table>

5. Simulation Results and Discussion

Relevant parameters of the induction generator used in the proposed system are presented in the Appendix. As for simulation and control parameters, the values listed in Table 3 are adopted in all the experiments.

Table 3
Simulation and control parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{sc} )</td>
<td>V</td>
<td>465</td>
</tr>
<tr>
<td>( \Phi_s )</td>
<td>Wb</td>
<td>0.7</td>
</tr>
<tr>
<td>( i_{sd,max} )</td>
<td>A</td>
<td>11</td>
</tr>
<tr>
<td>( i_{sq,max} )</td>
<td>A</td>
<td>0</td>
</tr>
<tr>
<td>( i_{td,min} )</td>
<td>A</td>
<td>0</td>
</tr>
<tr>
<td>( \Delta i_{sd,max} )</td>
<td>A</td>
<td>3</td>
</tr>
<tr>
<td>( \Delta i_{sq,max} )</td>
<td>A</td>
<td>3</td>
</tr>
<tr>
<td>( \Delta i_{td,min} )</td>
<td>A</td>
<td>-3</td>
</tr>
<tr>
<td>( \Delta i_{sq,min} )</td>
<td>A</td>
<td>-3</td>
</tr>
<tr>
<td>( T_i )</td>
<td>µs</td>
<td>10</td>
</tr>
<tr>
<td>( T_s )</td>
<td>ms</td>
<td>3</td>
</tr>
<tr>
<td>( H_p )</td>
<td>-</td>
<td>40</td>
</tr>
<tr>
<td>( H_c )</td>
<td>-</td>
<td>10</td>
</tr>
<tr>
<td>( \omega^* )</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>( \omega^f )</td>
<td>-</td>
<td>1</td>
</tr>
</tbody>
</table>

where \( i_{sd,max}, i_{td,min}, i_{sq,max}, i_{sq,min} \) are maximum, minimum values of \( i_{sd} \) and maximum, minimum values of \( i_{td} \) respectively. \( \Delta i_{sd,max}, \Delta i_{td,min}, \Delta i_{sq,max}, \Delta i_{sq,min} \) are maximum, minimum allowed values of difference between two consecutive control moves of \( i_{sd}, i_{sq} \) corresponding. The proposed system and control scheme are simulated using two different sampling times: \( T_i \) is used for the plant including generator model, the PWM rectifier and the hysteresis controller, while the second one \( T_s \) is used for the MPC controller. \( T_s \) is a few microseconds, while one \( T_i \) is a few milliseconds. In our approach, the weights of cost function terms, \( \omega^* \) and \( \omega^f \) are selected much smaller with respect to \( \omega^* \) and \( \omega^f \) in order to drive the controller to focus mainly on the outputs performances.

The experiments performed are shown in the following sections. Basically, they focus on improving performance against load variation and against the rotation speed variation in the system. Different control strategies have been designed and
applied to this purpose. A special attention is given to account for parameter uncertainties and high non-linearity of the generator model used.

5.1. Impact of load changes

The present section shows the results when the load changes in step manner as described in Table 4. Three experiments are performed. The first one is done using an MPC based on a single model, for any value of the outputs. The experiments have been carried out both applying both large and limited variation of the load, in order to investigate the effectiveness of using single-model MPC and the possible need to improve it. The second experiment is performed using a switched MPC approach, where there is a switching between two models to account for large variations of operating conditions. The third experiment is performed through an adaptive MPC controller, in the model parameters have been linearly interpolated and changed following the system. The voltage \( V_{dc}\), the rotor flux references \( \Phi_r^* \) and the rotation speed \( \Omega \) are considered constants (\( V_{dc} = 465V, \Phi_r^* = 0.7 \text{ Wb} \) and \( \Omega = 750 \text{ rpm} \)).

**Table 4**

<table>
<thead>
<tr>
<th>t (s)</th>
<th>0-1.5</th>
<th>1.5-3</th>
<th>3-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>R(Ω)</td>
<td>70</td>
<td>140</td>
<td>70</td>
</tr>
</tbody>
</table>

**Table 5**

<table>
<thead>
<tr>
<th>t(s)</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
</tr>
</thead>
<tbody>
<tr>
<td>R(Ω)</td>
<td>90</td>
<td>110</td>
<td>140</td>
<td>110</td>
<td>90</td>
<td>70</td>
</tr>
</tbody>
</table>

where T1, T2, T3, T4, T5 and T6 are the time instants when the load changes at: 1.5, 2.5, 3.5, 4.5, 5.5 and 6.5 respectively.

5.1.1. Single-model MPC

The blue line in Fig. 5 (the pink line will be discussed in the switched MPC section) represents the controlled DC voltage in case of large load variation (see Table 4), using single-model MPC \((C_1)\). In the initial transient, the DC voltage reaches the reference value in a fast manner \((0.47s)\), then presents an overshoot of about 25.8V at 1.5s and an undershoot of about 21.4V at 3s due to the load changes by \(-70\Omega\) and \(+70\Omega\) respectively. Apart from that, the DC voltage is well controlled and it tracks the setpoint for each variation. The settling time is \(0.22s\) approximately. The zoom in this figure shows the first time instant where the DC voltage equal to value of the battery \((E=12V)\) used for the startup of the system. It can also be seen how then the voltage increases once the diode decouples the rectifier from the battery, as soon as the voltage generated at the output of the rectifier is higher than the battery (the same starting way for all the other \(V_{dc}\) figures not shown in zoom).

![Fig.6. DC Voltage in case of load changes with load large steps using single-model MPC and switched MPC](image1)

The controlled rotor flux is presented with a blue line in Fig.7 (it almost completely overlaps with a pink line which will be discussed in the switched MPC section). As it can be seen, the flux is well controlled and following perfectly the setpoint after having reached it in fast manner \((0.12s\) approximately). A very small undershoot is perceived at 1.5s and 3s due to the variation in the load value by \(-70\Omega\) and \(+70\Omega\) respectively, as is shown in the zoom.

![Fig.7. Rotor flux in case of load changes with large steps using both single-model MPC and switched MPC.](image2)

![Fig.8. Stator currents isdq in case of load changes using single-model MPC](image3)
Stator currents along d and q axes are presented in Fig. 8. The \( i_d \) current shows a similar behavior of the rotor flux. It is almost constant because of the constant speed value, with a very small under/overshoot due the variation of the load at 1.5s and 3s and a peak which reaches the \( i_{d,max} \) value. Since the load is varying, the load variation affects then the value of the requested power, directly related to the VDC, and therefore the active component of the stator current \( (i_{d}) \).

In Fig. 9, the controlled DC voltage due to small changes of the load (see Table 5) is given, using again one single model \((C_1)\). In this case, the DC voltage is well controlled and shows small overshoots of about 5.16 V in the average due to the small increasing of the load at 1.5s, 2.5s and 3.5s by 20\( \Omega \), 20\( \Omega \) and 30\( \Omega \) respectively. It also shows an undershoot of about 4.66 V in the average due to the decreasing in the load at 4.5s, 5.5s and 6.5s by 30\( \Omega \), 20\( \Omega \) and 20\( \Omega \) respectively as shown in Table 5.

The main conclusion that can be drawn is that an MPC architecture is well adequate to control the SEIG even when the load changes, only if the load variations are limited. On the contrary, when the load changes are large, performances decrease significantly.

![Fig.9. DC Voltage in case of load changes with small step variations using single-model MPC.](image)

5.1.2. Switched MPC

Due to the results of the previous experiments, a switched MPC strategy has been identified in case of large changes of the load. Specially, in order to apply the load large variation of Table 4, and two MPC models have been computed, namely \( C_1 \) and \( C_4 \). So, accordingly, two switching operations have been performed in the experiment: from \( C_1 \) to \( C_4 \) and then from \( C_4 \) to \( C_1 \).

The result of this experiment is given in Fig. 6 where the pink line represents the controlled DC voltage based on the switched MPC. As it can be seen, the DC voltage is controlled much better in comparison with the single-model MPC (blue line). In particular, we have only a small undershoot and overshoot of about 5.5 V (against more than 20) in average due to the large load changes at 1.5(s) and 3(s). In addition the settling time is dramatically improved and faster (0.02s approximately).

The controlled rotor flux is presented in Fig. 7 (pink line) where basically there is no overshoot/undershoot as it can be seen in the zoom frame.

5.1.3. Adaptive MPC

The switched MPC has shown very good performances with respect to the large changes of load. However, if the load takes different values with respect to the operation points around which the models are constructed, the MPC controller will be set-up with anyway a wrong model. For this reason, an adaptive MPC strategy has been designed, with following practical advantages in comparison with the switched MPC:

- The control model related to a bunch of operating points is first computed offline; clearly, the number of operating points will depend on the estimated load range.
- The MPC architecture is parametrized with respect to the plant model.
- The plant model will be interpolated continuously so that the online MPC control is constantly updated with respect to plant.

In particular, as shown in Table 2, each plant model \((C_s)\) presents a set of different transfer functions from inputs to outputs. Taking advantage of the same form of those transfer functions, for each type of transfer function \( (i.e., G_{\Delta isdq,\Delta\psi}, G_{\Delta isdq,\Delta\psi}, G_{\Delta isd,\Delta vdc} or G_{\Delta sq,\Delta vdc}) \), a linear interpolation of gain and time constants is computed as a function of the load. Hence, for any value of load, which is supposed to be estimated by a load sensor, corresponding values of gain and time constants are derived (in other words, the plant model is constructed online for any new operation point). As an example, the gains of \( G_{\Delta isdq,\Delta vdc} \) in plant model \( C_1 \) and \( C_4 \) are used to estimate the gain of the same type transfer function of system model with respect to any load value. Specifically, a linear function that passes through \((70\Omega, -18.358)\) and \((140\Omega, -49.155)\) is derived as follows:

\[
y = -\frac{30.797}{70} x + 12.439
\]

To test the concrete performance of such a new adaptive MPC architecture, the experiment described in Table 5 has been performed.

Fig. 10 shows that there are high percentage of further reduction of the undershoots and overshoots during the load changes transient with the adaptive MPC strategy with respect to the single-model MPC. In the adaptive MPC case, overshoots and undershoots are less than about 3V in any changes of load.
Additionally, further simulations on a wider range of the load (from 70Ω to 200Ω) have been considered, and a random load profile containing both small changes and large changes has been applied for 20s. The obtained results show a good maximum overshoot/undershoot of 7V.

5.2. Impact of rotation speed changes

In this section, we present a similar analysis as before, but devoted now to study the impact of rotation speed changes on the controlled DC voltage as well as on the rotor flux. In particular, the driving rotation speed of the induction generator is varied with both large and small variations: with steps of 20% above and below the synchronous speed ($\Omega = 750$ rpm = 78.5398 rad/s) as shown in Table 6 (large variations) and with steps of 10% as shown in Table 7 (small variations). The reference DC voltage and load are kept constants in these experiments ($V_{dc}^* = 465$V, $R = 70$Ω), while the rotor flux reference is changed inversely proportional to the variable speed, which allows the operation of the generator at lower level of saturation in the case of high speeds, as shown in the following equation:

$$\Phi_r^* = \frac{\Omega_{rat}}{\Omega} \Phi_{r-rat}$$

where $\Phi_{r-rat}$ and $\Omega_{rat}$ are the rated rotor flux and the synchronous speed, respectively.

Table 6

<table>
<thead>
<tr>
<th>t (s)</th>
<th>0-2</th>
<th>2-4</th>
<th>4-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$ (rpm)</td>
<td>750</td>
<td>900</td>
<td>600</td>
</tr>
</tbody>
</table>

Table 7

<table>
<thead>
<tr>
<th>t(s)</th>
<th>0-1</th>
<th>1-2</th>
<th>2-3</th>
<th>3-4</th>
<th>4-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$(rpm)</td>
<td>750</td>
<td>825</td>
<td>750</td>
<td>675</td>
<td>750</td>
</tr>
</tbody>
</table>

5.2.1. Single-model MPC

In this experiment, the impact of the rotation speed changes on the DC voltage is investigated using the single-model MPC which based on one linearized model ($C_1$).

Fig. 10. DC Voltage in case of small change of load with adaptive MPC.

Fig. 11 represents the controlled DC voltage with a single-model MPC in case of large rotation speed variation. At 4s a big undershoot of about 36.9V is present: this is due to the suddenly decrease of rotation speed of about 34% (from 900 rpm to 600 rpm as shown in the Table 6).

Fig. 12 shows the controlled rotor flux for both cases using single-model and switched MPC presented with blue and pink lines respectively (the pink line will be discussed in Switched MPC section), it is varying inversely proportional to the rotation speed as explained above and expressed in equation (15). The rotor flux is well controlled and follows the rotor flux reference in a good way, with a small under/overshoot in case of using single-model MPC as shown in blue line at 2s and 4s.

Fig. 12. Rotor flux in case of rotation speed changes using single-model MPC and switched MPC

The stator currents $I_d$ and $I_q$ are presented in Fig. 13. The reference of the flux is variable according to the speed, so the current $i_d$ adapts to meet the new reference flow for each speed value.
On the contrary, the current $i_{sq}$ shows a weak influence in the variation of the speed which is due to the power of the load which is constant in this case.

As opposed to previous experiments, Fig. 14 presents the controlled DC voltage in case of small rotation speed changes (see Table 7), to check the effectiveness of single-model MPC in case of small variations. The DC voltage is then well controlled and represents small overshoots/undershoots of about 5.5(V) in the average due to the small increasing and decreasing of the rotation speed by 10%.

Regarding the controlled rotor flux, is presented in Fig 12 with a pink line as mentioned in the previous section, it is perfectly controlled and completely overlapped on the reference rotor flux presented with red dashed line.

5.2.2. Switched MPC

In this section, a switched MPC strategy is investigated. It is based on the models $C_1$, $C_2$ and $C_3$ computed for the three operational points $P_1$, $P_2$ and $P_3$ of Table 1 which in turn correspond to the three levels of rotation speed shown in Table 6. The controlled DC voltage is given in Fig. 15. An undershoot of about 34.3V is present due to the large rotation speed variation at time 4s (from 900rpm to 600rpm as shown in Table 6VI). Thus, we have an improvement, but of small magnitude, with respect to the single-model MPC.

The simulation results in Fig.16 show further improvements, but of small entity, between the adaptive MPC strategy and the single-model MPC. Hence, adaptive MPC can be justified only in front of large variations of the rotation speed. However, much better performance have been obtained with pre-filtering actions of the rotation speed (which basically means that there is a non-trivial interaction between the mechanical part control and the electrical part control inside the turbine) and with suitable choices of control parameters (sampling time...
6. Conclusion

The paper proposes an interesting application of the Model Predictive Control (MPC) technique to a rotor flux-oriented control for a Self-Excited Induction Generator, attached to a variable speed wind turbine, to be used in a stand-alone system.

The problem addressed in the present paper is tough due to the presence of an excitation system of the autonomous squirrel cage induction generator made of a PWM inverter/rectifier and a single capacitor, and to the saturation effect of the magnetic circuit of the induction generator modeled as an inductance variable with the magnetic current. So, the system model is hybrid and nonlinear.

A wide and thorough investigation shows first an advantage of a linear MPC applied to the nonlinear system model with respect to more traditional controllers (PI). A special focus on large parameters changes shows a further significant improvement in making MPC adapt to load and rotation speed changes, following a switched or even fully adaptive approach. To have an idea of the computational burden, the MPC algorithm can run faster than real-time in Matlab/Simulink on a normal desktop PC, and the adaptation rule is a simple linear/quadratic algebraic operation.

The extremely powerful results of the present research work pave the way to further investigations. A first line focuses on the improvement with respect to the rotation speed, including better tuning of the controller and also a deep analysis of the interaction between the mechanical part control and the electrical part control. Then, the mutual influence of adaptation to load and to rotation speed changes will be investigated, especially in presence of wider range of model uncertainties, as this is often the case in most practical applications. In addition, extension of the application to other IG sizes and models will be performed. Finally, the computational burden will be more clearly analyzed, and sub-optimal solutions will be selected where necessary.

Appendix

Table 8

Parameters of the induction generator

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_n$</td>
<td>5.5kW</td>
</tr>
<tr>
<td>$R_s$</td>
<td>1.07131Ω</td>
</tr>
<tr>
<td>$R_r$</td>
<td>1.29511Ω</td>
</tr>
<tr>
<td>$L_s$</td>
<td>8.9382mH</td>
</tr>
<tr>
<td>$L_r$</td>
<td>4.8613mH</td>
</tr>
</tbody>
</table>
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