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\textbf{Abstract}—ALU is the cardinal functional unit in digital signal processor and embedded system devices which perform complex arithmetic and logical functions. In this paper we propose an ALU architecture (Vedic coprocessor) which is an integral unit of arithmetic and logical unit such as multiplication, division, square, cube, square root and cube root units. Each and every unit has an architecture based on unique Vedic math sutras. This proposed ALU architecture overcomes the existing drawbacks such as high delay, irregular structure of combinational circuits and high power dissipation. Vedic ALU is designed and simulated in XILINX ISE simulator and implemented using Spartan 3 FPGA. The proposed ALU is equivalent to Vedic coprocessor which increases the efficiency of multiprocessor configuration system design.
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\section{I. INTRODUCTION}

Always challenges are grown in the direction of handling complex arithmetic and logical functions in DSP Processor and embedded processor. Multiprocessor configuration technique helps in integration of number of processor cores into one chip. Complexity is reduced as main processor works with coprocessor. Coprocessors are the processors that are designed to work on different task like numeric computation, signal processing and graphics. Performance of the ALU greatly depends on the multiplier. Existing multiplier techniques such as redundant complex number system [RCNS], CORDIC and bit serial multiplication suffer from the problem of long latency, large rearranging of pre/post processing and the necessity to have regular structure. To overcome these disadvantages Vedic mathematics is used. Based on various Vedic aphorisms’ various arithmetic modules such as multiplication, division square, cube square root, and cube root modules are designed and integrated into Vedic ALU.

\section{II. PROPOSED TECHNIQUE}

\textit{A. Nikhilam Navata Charanam Dashatah}

An Aphorism which simply means: “all from 9 and the last from 10”. This aphorism works efficiently for multiplication of numbers, which are nearer to bases of 10, 100, 1000 i.e. increased powers of 10. The procedure of multiplication using the Nikhilam involves minimum mental manual calculations. This in turn will lead to reduced number of steps in computation, hence reducing the space and saving more time for computation. The numbers taken can be either less or more than the base considered. The mathematical derivation of the algorithm is given below.

Consider two n-bit numbers \(x\) and \(y\) to be multiplied. Then their complements can be represented as[5]

\[x_1 = 10^n - x \quad \text{and} \quad y_1 = 10^n - y.\]

The product of the two numbers can be given as

\[p = (x, y).\]
Now a factor $10^{2n} + 10^n (x + y)$ is added and subtracted on the right hand side of the product, which is mathematically expressed as shown below.

$$p = xy + 10^{2n} + 10^n (x + y) - 10^{2n} - 10^n (x + y)$$

On simplifying we get,

$$p = 10^n \{ (x + y) - 10^n \} + \{ (10^n - x) (10^n - y) \} + \{ x \cdot y \}$$

From the above equation we can derive the left-hand side of the product as \(x - y\) or \(y - x\) and the right hand side as \((x \cdot y)\). The basic operations involved in the algorithm for a given set of numbers are given below. Consider 88 x 98.

<table>
<thead>
<tr>
<th>Column 1</th>
<th>Column 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>88</td>
<td>12</td>
</tr>
<tr>
<td>98</td>
<td>2</td>
</tr>
</tbody>
</table>

2 Digits 2 Digits

**B. Vedic Squaring**

Duplex D property of Urdhva Triyagbyham is used to calculate the square of the number. In the Duplex, we take twice the product of the outermost pair and so on till no pairs are left [10]. When there are odd no’s of bits in the original sequence, there is one bit left by itself in the middle and this enters as its square.

Algorithm for 4*4 bit square using Urdhva Triyagbyham D-Duplex [4].

Y3 Y2 Y1 Y0 Multiplicand

Y3 Y2 Y1 Y0 Multiplier

Parallel Computation

1. D=Y0*Y0=A
2. D=2*Y1*Y0=B
3. D=2*Y2*Y0+Y1*Y1=C
4. D=2*Y3*Y0+2*Y2*Y1=D
5. D=2*Y3*Y1+Y2*Y2=E
6. D=2*Y3*Y2=F
7. D=Y3*Y3=G

Squaring algorithm and the corresponding architecture was implemented with the aid of “Yavadunam Sutra”.

Mathematical formulation of Yavadunam Sutra

$$Y^2 = 2^n (Y-2’s \text{ complement of } Y) + (2’s \text{ complement of } Y)^2$$

**C. Vedic Cube**

Anurupya sutra of Vedic mathematics is used to find the cube of the number. Aphorism states that “If you start with the cube of the first digit and take the next three numbers (in the top row) in a Geometrical Proportion (in the ratio of the original digits
themselves) then you will find that the 4th figure (on the right end) is just the cube of the second digit".

If a and b are two digits then according to Anurupya Sutra[1],

\[
a^3 + 3a^2b + 3ab^2 + b^3 = (a + b)^3
\]

This sutra has been utilized in this work to find the cube of a number. The number M of N bits having its cube to be calculated is divided in two partitions of N/2 bits, say a and b, and then the Anurupya Sutra is applied to find the cube of the number. In the above algebraic explanation of the Anurupya Sutra, we have seen that a³ and b³ are to be calculated in the final computation of \((a+b)³\).

The intermediate a³ and b³ can be calculated by recursively applying Anurupya sutra. A few illustrations of working of Anurupya sutra are given below.

\[(15)^3 = 1\; 5\; 25\; 125\]

\[10\; 50\]

\[3375\]

**D. Vedic Square Root**

The method suits for only perfect squares. Finding square root is quiet difficult. The only method known to us till now is to find the factors of a number group the factors taking two at a time and take out one number from a group of two.

Eg: 64 = 2²*2*2*2*2

Taking out => 2*2*2=8

Therefore, \(\sqrt{64} = 8\).

A better and efficient way in solving the problem is use of Vedic maths which is described as follows:-

Squaring of numbers ending in 5 uses a sutra called ‘Ekadhikena Purvena’ [2]

The Sutra (formula) Ekādhikena Pūrvena means: “By one more than the previous one”.

Consider 45²

\[45 = (40 + 5)^2\] \(\text{It is of the form } (ax+b)^2 \text{ for } a = 4, \text{ x=10 and } b = 5\). Answer \(=a(a+1)/25\)

That is, \(4 \cdot (4+1)/25 = 4 \cdot 5/25 = 2025\).

The algorithm for working with perfect squares is given below:

If the number is a perfect square, then we can know what the ending digit of the answer will be by looking at the ending digit of the question.

If the number ends in a:

0 -> then the ending digit is a 0.

1 -> then the ending digit is 1 or 9.

4 -> then the ending digit is 2 or 8.

5 -> then the ending digit is a 5.

6 -> then the ending digit is 4 or 6.

9 -> then the ending digit is 3 or 7.

After finding the last digit (or possibility between two digits) chop off the last two numbers and focus on the remaining digits.

Then find out if the answer is in the upper-half of the range (i.e. ends in 5, 6, 7, 8, or 9) or if the answer is in the lower-half of the range (i.e. ends in 0, 1, 2, 3, or 4) by squaring the middle number (the number in the range that ends in 5).

Steps to find the square root of 5329:

We know the last number must be a 3 or 7.

Chopping off the last two numbers we need to focus on the remaining numbers or 53.

We know that 7² = 49 and 8² = 64 so since 53 is between these two numbers; the answer is between 70 and 80. Squaring 75 we get 5625. Since the original number is lower than this, we know the answer is in the lower-half.

The answer is 73.
**E. Cube Root Using Vedic Mathematics**

Similar to square root, cube root can be done for specific numbers. Finding cube root of a number is one of the very difficult tasks one can encounter with. The only method known to us till now is to find the factors of a number, group the factors taking three at a time and take out one number from a group of three[1].

Eg: 1728 = 2*2*2*2*2*2*3*3*3

Taking out => 2*2*3=12Therefore, ³√1728 = 12.

The working method and the name of the sutra is almost the same. Both the square root and cube root can be described as magical methods.

The sutra for cube root is ‘Vargamula’.

The method for working with perfect cubes is given below [2]:

If the number is a perfect cube, then we can know what the ending digit of the answer will be by looking at the ending digit of the question.

If the number ends in a:
0 -> then the ending digit is a 0
1 -> then the ending digit is 1.
2 -> then the ending digit is 8.
3 -> then the ending digit is 7.
4 -> then the ending digit is 4.
5 -> then the ending digit is 5.
6 -> then the ending digit is 6.
7 -> then the ending digit is 3.
8 -> then the ending digit is 2.
9 -> then the ending digit is 9.

Steps to find the cube root of 9261:

After finding the last digit, chop off the last three numbers, we need to focus on the remaining numbers or 9.

Chopping off the last three numbers, we need to focus on the remaining numbers or 9.

The nearest cube is ‘8’; we know that 2³= 8.

So the answer is 21.

**F. Vedic Divider**

In this paper we report only NND formula to implement the division algorithm and its architecture. “Nikhilam Navatascaramam Dasatah” (NND) is a Sanskrit term indicating “all from 9 and last from 10”, formula have been mathematically described for the [10] proposed divider design. Mathematical description of this sutra can be formulated as: Consider two numbers A and B as Dividend and Divisor respectively.

**Illustration of NND Sutra**

<table>
<thead>
<tr>
<th>9819</th>
<th>2</th>
<th>0</th>
<th>1</th>
<th>3</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0181</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig 2: Division using “Nikhilam Navatascaramam Dasatah”

The Chart can be implemented as follows:

Step 1: Assuming Dividend is equal to 20137 and Divisor is equals to 9819. Considering base of operation is equals to 10000. Subtract the divisor from base of operation i.e. equals to 0181.

Step 2: Take the first digit (MSD) of the dividend, put down below the vertical line; here MSD is equal to 2.

Step 3: Multiply the subtraction results with MSD, put down below the dividend. Result is equal to (0181×2=02162). (Here individual digit multiplication has been performed).

Step 4: Perform the addition of the multiplication result with dividend digits. Thus from the above chart our quotient is equal to 2 and remainder is equals to 499. Thus in this division process (by NND formula), we perform only small digit multiplication, without any subtraction and division, quotient and remainder is obtained.
III. HARDWARE IMPLEMENTATION OF ALU

The proposed Arithmetic and logic module has first been split into six smaller modules that is 1. Multiplier 2. Squarer 3. Cube 4. Square root 5. Cube root 6. Division as a whole. These modules have been made using Verilog HDL[3].

Arithmetic Logic Unit can be considered to be the heart of a CPU, as it handles all the mathematical and logical calculations that are needed to be carried out. Again there may be different modules for handling Arithmetic and Logic functions. In this work, an arithmetic unit has been made using Vedic Mathematics algorithms and performs Multiplication, Square, Cube, Square root, Cube root, Division operation as well as addition and subtraction. For selection of base, RSU and Exponent determinant have been used. The control signals tell the arithmetic module, when to perform and which operations are provided by the control unit. The individual modules of the Arithmetic unit are Multiplier, Squaring, cubing, square root, cube root and divider blocks. The multiplier block performs multiplication, based on two algorithms namely Urdhva Tiryagbhyam and Nikhilam Navatascaramam Dasatach [8].

In Urdhva Tiryagbhyam, multiplication of two 8 bit numbers is performed. Though this sutra holds good for multiplication of binary numbers, the drawback is that when the numbers are large, this algorithm is difficult. To overcome this, Nikhilam sutra is used. Although it is applicable to all cases of multiplication, it is more efficient when numbers involved are large.

The Squarer block is used to perform the squaring operation. When the input is of 8 bit, the output will be 16 bit. The sutra used for this block is Yavadunam. For surplus, Yavadhikram Tavadahikiritya Vargancha Yojayet and for deficiency, Yavadhunam Tavadahikiritya Vargancha Yojayet is used.

The Cube block is used to perform the cubing operation. When input is of 8 bit, the output will be 32 bit. The algorithm used for this block is Anurupya. Both squaring and cubing block holds good for all numbers.

The Square root block is used to perform the square root operation. When input is of 16 bit, the output will be 8 bit. The algorithm used for this block is Vargamula.

The Cube root block is used to perform the cube root operation. When input is of 32 bit, the output will be 8 bit. Both square root and cube root block holds good for perfect squares and cubes i.e applicable only for specific numbers.

The Divider block is used to perform division operation. The algorithm used for this block is Nikhilam Navatascaramam Dasatach. When the input is of two 8 bit numbers a(dividend) and b(divisor), the output will be single 8 bit number p(quotient).

The Arithmetic module designed in this work, makes use of 6 components, that are, Multiplier, Squarer, Cube, Square root, Cube root, Division. Here the inputs are Data A and Data B, which are 8 bits wide. The arithmetic unit are made using Vedic Mathematics sutras. The control signals which guide the Arithmetic unit to perform a particular operation such as Addition, Subtraction, Multiplication, Square, Cube, Square root, Cube root, Division operation are s0, s1 and s2, which are provided by the control circuit. The operations are performed only when the clock is set to ‘1’.
A. Hardware Implementation of Multiplier

The architecture can be decomposed into three main subsections, they are:

i) Radix Selection Unit (RSU)

(ii) Exponent Determinant (ED)

(iii) Array multiplier

Radix Selection Unit (RSU)

The RSU is required to select the proper radices corresponding to the input numbers. If the selected radix is nearer to the given number then the multiplication of the residual parts (Z₁×Z₂) can be easier to compute. The Subtractor blocks are required to extract the residual parts (Z₁ and Z₂). The second subsection (ED) is used to extract the power (k₁ and k₂) of the radix and it is followed by a subtractor to calculate the value of (k₁-k₂). The third subsection array multiplier is used to calculate the product (Z₁x Z₂). The output of the subtractor (k₁-k₂) and Z₂ are fed to the shifter block to calculate the value of Z₂x 2⁻°₂k₁.

The first adder-subtractor block has been used to calculate the value of X+Z₁ x 2⁻°₂k₂. The output of the first adder-subtractor and the output of the second Exponent Determinant (k₁) are fed to the second shifter block to compute the value of 2⁻°₂k₁ (X+Z₁ x 2⁻°₂k₂). The output of the multiplier (Z₁x Z₂) and the output of the second shifter (2⁻°₂k₁ x (X+Z₁ x 2⁻°₂k₂)) are fed to the second adder/subtractor block to compute the value of (2⁻°₂k₁ x (X+Z₁ x 2⁻°₂k₂)) ± ZZ₂.

Mathematical expression for RSU

Consider an ‘n’ bit binary number X, and it can be represented [6]

\[ X = \sum_{i=0}^{n-1} X_i 2^i \] where X belongs to \{0,1\}. Then the values of X must lie in the range \(2^{n-1} \leq X < 2^n\). Consider the mean of the range equals to \(A\).

\[ A = \frac{2^{n-1} + 2^n}{2} \]

Table 1: Operation by mux

<table>
<thead>
<tr>
<th>S2</th>
<th>S1</th>
<th>S0</th>
<th>Operations Performed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>Multiplication</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>Square</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>Cube</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>Square root</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>Cube root</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>Division</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>No operation</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>No operation</td>
</tr>
</tbody>
</table>

If X > A Then radix = \(2^n\)

If X ≤ A Then radix = \(2^{n-1}\)

\[
\text{For the nonzero input, shifting operation is used to compute the value of } Z_1 \pm Z_2 = 2^{k_1} \pm Z_2. \]

The Comparator compares the actual input with the mean value of \((Z_1^{n-1} + Z_2^n)\). If the input is greater than the mean then 2^n is selected as the required radix. If the input is less than the mean then 2^{n-1} is selected as the radix. The select input to the multiplexer block is taken from the output of the comparator.

Exponent Determinant

The hardware implementation of the exponent determinant is shown in fig 5. The integer part or exponent of the number from the binary fixed point number can be obtained by the maximum power of the radix. For the nonzero input, shifting operation is
executed using parallel in parallel out (PIPO) shift registers. The number of select lines of the PIPO shifter is chosen as per the binary representation of the number \((N-1)_{10}\). 'Shift' pin is assigned in PIPO shifter to check whether the number is to be shifted or not (to initialize the operation 'Shift' pin is initialized to low). A decrementer has been integrated in this architecture to follow the maximum power of the radix. A sequential searching procedure has been implemented here to search the first 'I' starting from the MSB side by using shifting technique.

For an \(N\) bit number, the value \((N-1)_{10}\) is fed to the input of decremer. The decremer is decremented based on a control signal which is generated by the searched result. If the searched bit is '0' then the control signal becomes low. The decremer starts decrementing the input value (Here the decremer is operating in active low logic). The searched bit is used as a controller of the decremer. When the searched bit is 'I' then the control signal becomes high and the decremer stops further decrementing and shifter also stops shifting operation [6].

B. Architecture of Square using Yavadunam

The architecture of squaring algorithm using “Yavadunam Sutra” is shown in fig 6. The basic building blocks of the architecture are (i) RSU, (ii) Subtractor, (iii) Add-Sub unit and (iv) Duplex squaring architecture.

C. Architecture Implementation Divider

The architecture for division using ‘Nikhilam’ Sutra has been described in Fig. 3. The architecture consists of three major sub-segments : (i) Complement circuitry, (ii) Adder and (iii) Incrementer. The ‘n’ bit input from divisor is fed to the complement circuitry. Complement methodology that has been used here, is the two’s complement method.
The result of complement is fed to the adder, the ‘Carry’ signal generated from the adder is fed to the incrementer as well as AND array. The ‘Carry’ signal indicates the addition result to be fed to the adder again or not. The incrementer which computes the quotient is controlled by the ‘Carry’ signal. If the ‘Carry’ signal is ‘1’, then the output from the adder is again fed to the adder and the operation is repeated again until the result of the incrementer is either n/2 bit or n/2+1 bit. The output from the adder is the actual remainder and the result of the incrementer is the quotient.

In the same way architecture of cube is implemented based on the square architecture. Similarly square root and cube root is also implemented.

IV. PERFORMANCE & DISCUSSION

A. Speed and Delay

Vedic multiplier is faster than conventional multiplier. As the number of bits increases from 8x8 to 16x16, the timing delay is greatly reduced for Vedic multiplier as compared to other multipliers. Vedic multiplier has the greatest advantage as compared to other multipliers over gate delays and regularity of structures. Memory usage of Vedic multiplier is greatly reduced compared to array multiplier.

### IV. PERFORMANCE & DISCUSSION

**A. Speed and Delay**

Vedic multiplier is faster than conventional multiplier. As the number of bits increases from 8x8 to 16x16, the timing delay is greatly reduced for Vedic multiplier as compared to other multipliers. Vedic multiplier has the greatest advantage as compared to other multipliers over gate delays and regularity of structures. Memory usage of Vedic multiplier is greatly reduced compared to array multiplier.

| PARAME
TERS | 2 Bit | 4 Bit | 8 Bit |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Min. I/P arrival</td>
<td>9.3 ns</td>
<td>4.1 ns</td>
<td>12.4 ns</td>
</tr>
<tr>
<td>Max. O/P</td>
<td>7.16 ns</td>
<td>7.16 ns</td>
<td>7.16 ns</td>
</tr>
<tr>
<td>CPU time</td>
<td>2.66/2.80s</td>
<td>2.44/2.56 s</td>
<td>2.78/2.91s</td>
</tr>
<tr>
<td>Elapsed time</td>
<td>2.00/3.00 s</td>
<td>2.00/3.00 s</td>
<td>3.00/3.00 s</td>
</tr>
<tr>
<td>memory usage</td>
<td>141540 KB</td>
<td>14051 KB</td>
<td>14154 KB</td>
</tr>
</tbody>
</table>

Table 2: Comparison of Vedic with Array Multiplier

#### B. LUT Comparison

<table>
<thead>
<tr>
<th>No of bits</th>
<th>No of 4 i/p LUTs in Conventional Multiplier</th>
<th>No of 4 i/p LUTs in Vedic Squaring Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>32</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>186</td>
<td>101</td>
</tr>
<tr>
<td>16</td>
<td>880</td>
<td>294</td>
</tr>
</tbody>
</table>

Table 3: Comparison of LUTs

#### C. Delay

Delay in Vedic squarer for 8 x 8 bit number is 34 ns while the delays in conventional multiplier are 45 ns. Thus the squaring unit using Urdhva shows the highest speed among other squaring techniques. The comparison of the delay is shown below:
### Table 4: Comparison of delay

<table>
<thead>
<tr>
<th>No of bits</th>
<th>Delay in Conventional Squaring Unit(ns)</th>
<th>Delay in Vedic Squaring Unit(ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>8.154</td>
<td>4.993</td>
</tr>
<tr>
<td>8</td>
<td>45.718</td>
<td>34.947</td>
</tr>
<tr>
<td>16</td>
<td>56.657</td>
<td>43.392</td>
</tr>
</tbody>
</table>

### V. CONCLUSION

The proposed ALU is proved to be efficient than conventional ALU in terms of area of consumption and delay. Each proposed module uses different Sutras. The delay in squarer block is 34ns which is less than the delay caused by the conventional techniques. The memory usage of Vedic multiplier is 145916 KB which is smaller than 248332 KB of Array multiplier. From RTL schematic we can observe that regular structure is obtained and also it makes routing so easy. Integrated ALU leads to Vedic coprocessor which increases the efficiency of multiprocessor configuration system design.

The future scope of this work is to check whether Vedic maths is applicable for other operations like trigonometric functions, logarithmic function and floating point functions etc., & to calculate delay, power when the bit size is increased.

---

**D.Power**

![Power comparison graph](image)

Power consumed by the Vedic multiplier is 0.058W whereas power consumed by array multiplier is 0.060W.

### E. Synthesis Report

**Device Utilization Summary:**

**Multiplication – Nikhilam Navatascaramam Dasatah**

- Selected Device: 3s400tq144-4
- Number of Slices: 271 out of 3584 (7%)
- Number of 4 input LUTs: 477 out of 7168 (6%)
- Number of IOs: 33
- Number of bonded IOBs: 32 out of 97 (32%)
- IOB Flip Flops: 16
- Number of MULT18X18s: 8 out of 16 (50%)

**Square – Yavadunam**

- Selected Device: 3s400tq144-4
- Number of Slices: 65 out of 3584 (1%)
- Number of 4 input LUTs: 119 out of 7168 (1%)
- Number of IOs: 49
- Number of bonded IOBs: 48 out of 97 (49%)
- Number of MULT18X18s: 3 out of 16 (18%)

**Cube – Anurupya**

- Selected Device: 3s400tq144-4
- Number of Slices: 4145 out of 3584 (115%)
- Number of 4 input LUTs: 7546 out of 7168 (105%)
- Number of IOs: 33
- Number of bonded IOBs: 32 out of 97 (32%)
- Number of MULT18X18s: 12 out of 16 (75%)
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